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Preface

For several decades, the development of information technology has been gaining
momentum. This is reflected in the second volume of the publication prepared by
the Institute of Computer Science of Maria Curie-Skłodowska University in Lublin.
This time, the book presents works prepared primarily by young researchers —
together with their scientific supervisors working at the Institute.

Chapters will raise very current research problems such as:

• the use of Python with GPU for numerical calculations (Parallel Implemen-
tations of the Slope Algorithm in C++/OpenACC and Python/Numba on
GPU );

• an experimental study by data science methods of relaxation techniques influ-
ence on measurable body parameters (Investigating the Influence of Guided
Imagery Relaxation on the Selected Electrophysiological Parameters of Hu-
man Body);

• a study of the epidemic and pandemic of the SARS-COV-2 virus — both in
terms of social relations as well as the spread of the virus itself — with the use
of computer science and mathematical methods (Network of Social Contacts
in Poland of the Times of SARS-CoV-2 Pandemic, as well as SARS-CoV-2
Epidemic in Poland and Other Countries);

• considerations about machine learning used for computer vision — and its
future and challenges (Augmentation is not Enough. On Advancements in
Self-supervised Representation Learning for Computer Vision Tasks).

We hope that this small book will be interesting for everyone who is indiffer-
ent to what is happening in contemporary computer science — in particular for
students and employees associated with broadly understood IT.

As usual, it is impossible not to thank the many people who were involved in the
creation of the book — primarily the authors, but also the reviewers and everyone
who contributed to its publication from the editorial and technical side.

Jarosław Bylina
jaroslaw.bylina@umcs.pl
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Parallel Implementations of the
Slope Algorithm in
C++/OpenACC and
Python/Numba on GPU

Beata Bylina∗

Cezary Rumelczyk

1 Introduction

A geographic information system (GIS) is used to process the geospatial data.
Therefore, it is essential to accurately estimate topography and topographic at-
tributes. One such attribute is the slope of the terrain serving to generate the slope
maps. Slope maps are based on the Digital Terrain Model (DTM), which is most
often a raster data structure. Generating slope maps is a computational challenge
[7]. A very important issue is the time of generating slope maps, so as not to force
the user to wait longer for the result. The parallelization process is used to prevent
the occurrence of such cases.

There are several approaches based on parallel computing. One of them is
the general-purpose computing on graphics processing units (GPGPU). Nowadays,
GPGPU has become very popular. Various programming languages can be used to
create parallel code, including C++ and recently the increasingly popular Python.

Modern graphics processors offer opportunities for low-level programmings, such
as NVIDIA CUDA (Compute Unified Device Architecture) or OpenCL, and high-
level approaches such as OpenACC (Open ACCelerators). The low-level approach
aims to explore all the possibilities of the GPU architecture by writing low-level
code in C++, thus, it does require considerable effort on the part of the developer.
The higher-level programming model greatly simplifies parallel programming on the
GPU. When using this model, the programmer needs to indicate the code blocks
to be parallelized using the appropriate pragmas.

Another programming language that allows the use of graphics processors is
Python. It is faster and easier to program than classic programming languages
such as C/C++ and includes many useful libraries for processing geospatial data.
However, usability often comes at the expense of performance. It has been argued

∗Corresponding author — beata.bylina@umcs.pl
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10 B. Bylina, C. Rumelczyk

that Python applications are considered much slower than C/C++ or FORTRAN
applications. Recently, many tools have been developed to counteract these preju-
dices. One of them is the Numba package. Numba speeds up Python programs on
massively parallel NVIDIA GPUs. The efficient implementation of the algorithm
for processing geospatial data in Python seems particularly important. Currently,
there are few studies in the literature comparing the methods of parallelizing spatial
data processing in Python.

In this article, we compare the operation of parallel code written in C++ using
the OpenACC standard and in Python using Numba for slope algorithm. The main
contributions of this article are as follows:

• Two parallel implementations of slope algorithm on graphics cards, namely
C++/OpenACC and Python/Numba.

• Test and run-time evaluation of two parallel implementations of the slope
algorithm for different data sizes on cards with two different architectures,
namely Kepler and Volta.

• Assessment of the impact of programming languages on the execution time.

The article is structured as follows. Section 2 provides an overview of the related
works. Section 3 is dedicated to the theoretical basics of the slope algorithm. Section
4 describes the parallel implementation of the slope algorithm using OpenACC in
C++ and Numba in Python. In Section 5, we focus on the details of conducting
the numerical tests on GPU and explaining of the results obtained. In Section 6, we
present conclusions from the conducted experiment and indicate possible directions
for further research.

2 Related works

Much research is focused on designing parallel GIS algorithms and their per-
formance evaluation. This is due to the development of various modern parallel
programming models on the GPU, such as CUDA, OpenCL, and OpenACC.

Issues related to parallel programming in C++ using OpenACC have been
discussed in works: [5], [9], [10], [12]. The first two papers contain information
on comparing parallel programming models on the GPU. The works [9] and [10]
concern the use of C ++ and OpenACC in the implementation of algorithms from
various fields of science.

In [12], the performance of the CUDA technology is contrasted with OpenACC
standard. In terms of kernel uptime, the results showed that OpenACC’s perfor-
mance is lower than CUDA’s because the compiler has to translate the OpenACC
kernels into object code while the CUDA codes can be run directly. Nevertheless,
there are situations in which failure to optimize CUDA-containing code results in
longer runtime compared to OpenACC.

Article [5] compares the performance of CUDA, OpenMP, and OpenACC on
the Nvidia Tesla V100 GPU under various common scenarios that arise in scientific
programming. Evaluation of Tesla V100 memory bandwidth tests showed that the
OpenMP and OpenACC compilers are able to generate efficient parallel code.
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The work [10] describes high-performance implementations of an example of
high-quality recursive pseudorandom number multiple generators, namely Mars-
LFIB4. Based on the results of his experiments, the author concluded that the
obtained portable OpenACC implementation achieves the performance comparable
to that of CUDA.

In [9], the watershed analysis algorithm was implemented and evaluated on
multi-core central processing units (CPUs) and multi-core graphics processing units
(GPUs). The implementations were based on CUDA as well as on the OpenACC.
Experimental evaluation showed the advantages of using OpenACC programming
over CUDA programming.

Based on the analysis of the results presented in the discussed works [5], [9], [10],
[12], OpenACC was selected for the parallel implementation of the slope algorithm
on the GPU.

Parallel programming in Python supported by Numba is discussed in the papers:
[3], [4], [6]. The articles [3], [4] present using Python language for high-performance
computing in science and education. Python performance is considered slow com-
pared to compiled languages such as C, C ++, and FORTRAN. Therefore, in this
article, Numba increased the performance of applications written in Python was
introduce.

In [6], the author shows the differences between C-CUDA code and CUDA
code written in Python with Numba. These differences are presented on the basis
of several microbenchmarks analyzed in detail. Additionally, they provide tips on
improving Numba applications’ performance. Finally, the performance of C-CUDA
accelerated Python applications were assessed and compared with the Numba pack-
age.

In our work, we evaluate and compare the performance of geoinformatics ap-
plication, namely the slope algorithm. Additionally, the slope algorithm using the
OpenACC standard in C++ and Python with the Numba package is implemented.

3 Slope algorithm

The slope algorithm is the algorithm used to generate slope maps from digital
elevation models (DEM). There are several algorithms for determining the slope,
differing from one another by the calculation method [2], [11]. All of these methods
use a moving mask with a size of three by three cells as shown in the Table 1.

Table 1: Mask used in the neighborhood method to calculate the slope in cell
number 9

z1 z2 z3
z8 z9 z4
z7 z6 z5

There are several numerical methods for calculating the value of the slope. The
slope algorithms differs in the way of calculations due to the number of neighbors
(2, 3, 4, 8, 9). Later in the paper we will consider only one neighborhood method
called the Horn algorithm (as [2]). The Horn method counts among the 8 neighbors.
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This method is used in the ArcGIS [13] and QGIS [18] desktop software. The slope
value of the middle cell of this mask with the number 9 is calculated.

The formula for this method in radians is as follows:

S = atan

(√
(S2

e−w + S2
n−s)

)
(1)

Se−w denoted east-west slope and is described by the formula:

Se−w =
(z3 + 2z4 + z5)− (z1 + 2z8 + z7)

8d
(2)

Sn−s denoted north-south slope and is described by the formula:

Sn−s =
(z1 + 2z2 + z3)− (z7 + 2z6 + z5)

8d
(3)

where:
S — slope angle in radians
from z1 to z8 — elevation of cells 1 through 8
d — cell resolution
This method does not consider elevations at the center of a nine-element mask.

It leads to inaccurate slope estimates if the elevations in question have small pits
or peaks. However, despite the loss of local variability in the output slope map, this
method can be useful if the input DEM is inaccurate [2].

4 Parallel implementations
This section provides basic information about the technologies used for creating

two parallel implementations on GPU. One of the implementations written C++
will use the OpenACC standard. The second one, coded in Python, will use the
Numba library.

4.1 GDAL
GDAL (The Geospatial Data Abstraction Library) [14] is a computer software

library for reading and writing raster and vector geospatial data formats. This
library presents a single abstract data model for the calling application for all
supported formats. Functions from the GDAL library will be used to read the file
with raster data in the TIFF format and to save the file with the slope created.
This part of the code will not be written in parallel.

To process raster data, they must be stored in operating memory. Because the
data are in the form of a raster — that is a matrix, they are often stored as a two-
dimensional array. Another way of representing them in the random access memory
is to store the matrix:

A =


a11 a12 · · · a1n
a21 a22 · · · a2n
...

...
. . .

...
am1 am2 · · · amn


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(where m is the number of rows and n is the number of columns) in a one-dimensional
array. According to one of the storage schemes for matrices of general form, pre-
sented in the LAPACK [1] library and the convention for storing two-dimensional
arrays in C/C++ languages, the matrix elements are stored row-by-row (that is,
in row-major order):

A =
(
a11, . . . , a1n, a21, . . . , a2n, . . . , am1, . . . , amn

)
.

4.2 OpenACC
OpenACC [17] is a parallel computing programming standard developed by

Cray, CAPS, Nvidia, and PGI. The standard is designed to simplify parallel pro-
gramming of heterogeneous CPU-GPU systems. OpenACC supports C, C++ and
Fortran. In the case of this work, the version written in C++ will be used. It is
worth mentioning that the above library is portable and runs on various hardware
architectures. OpenACC is based on pragmas and offers a set of directives for par-
allel code execution on the GPU or CPU. The use of OpenACC directives allowed
us to parallelize our code without having to explicitly change the sequence code. In
particular, to parallelize the slop calculations using the formula (1), parallelism at
the loop level was used along with the corresponding clauses for optimization. We
used the PGI compiler to compile our code. The code snippet is shown in Listing 1.

4.3 Numba
Python is a programming language used in industry and academia. One reason is

that it is easier to learn than classic programming languages like C/C++. However,
Python’s performance is considered slow compared with compiled languages such as
C, C++, and FORTRAN. A collection of libraries such as NumPy and Matplotlib
or Scipy provides a rich set of functions for scientific computing in Python.

Numba [15] is a technology that translates Python functions into machine code
(parallel to processor or graphics accelerator) at runtime, using the standard LLVM
(Low Level Virtual Machine) compiler library. Python algorithms compiled by
Numba can come close to the speed of C++ or any other compiled language.

NumPy [16] is the essential Python scientific computing package. It is a Python
library that provides a multidimensional array object, various derived objects, as
well as a range of routines for quick array operations including math, logic, shape
manipulation, sort, select, input/output, and more.

Numba is designed for use with NumPy arrays and functions. Numba generates
specialized code for various array data types and layouts to optimize performance.
Numba was used to optimize the parallel implementation of the slope algorithm
on GPU in Python language. The code snippet is shown in Listing 2 and the code
snippet in parallel Python — in Listing 3.
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tab [0:n] = dem[nRows][ nCols]; //?
#pragma acc data copy(tab [0:n], slope [0:n])
{

#pragma acc parallel
{

#pragma acc loop collapse (2)
for (r = 1; r < nRows - 1; r++)
{

for (c = 1; c < nCols - 1; c++)
{

z1 = (r - 1) * nCols + (c + 1);
z2 = (r * nCols) + (c + 1);
z3 = (r + 1) * nCols + (c + 1);
z4 = (r - 1) * nCols + (c - 1);
z5 = r * nCols + (c - 1);
z6 = (r + 1) * nCols + (c - 1);
z7 = (r + 1) * nCols + c;
z8 = (r - 1) * nCols + c;

p = ((tab[z1] + 2 * tab[z2] + tab[z3]) -
(tab[z4] + 2 * tab[z5] + tab[z6 ]))/8;

q = ((tab[z6] + 2 * tab[z7] + tab[z3]) -
(tab[z4] + 2 * tab[z8] + tab[z1 ]))/8;

slope[r * nCols + c] = atan(sqrt((p * p) + (q * q)));
}

...
}

Listing 1: C++/OpenACC implementation

@jit
def Slope(rows , cols , dem , slope ):

for r in prange(1,rows -2):
for c in prange(1, cols -2):

p = ((dem[r-1][c+1] + 2*dem[r][c+1] + dem[r+1][c+1]) -
(dem[r-1][c-1] + 2*dem[r][c-1] + dem[r+1][c -1]))/8

q = ((dem[r+1][c+1] + 2*dem[r+1][c] + dem[r+1][c-1] -
(dem[r-1][c+1] + 2*dem[r-1][c] + dem[r-1][c -1]))/8

slope[r][c] = np.arctan(np.sqrt(p*p+q*q))

Listing 2: Python/Numba implementation
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@cuda.jit
def Slope(dem , slope):

r,c=cuda.grid (2)
if r>0 and r<dem.shape [0]-1 and c>0 and c<dem.shape [1]-1:
p = ((dem[r+1,c-1] + 2*dem[r+1,c] + dem[r+1,c+1]) -

(dem[r-1,c-1] + 2*dem[r-1,c] + dem[r-1,c+1]))/8

q = ((dem[r+1,c+1] + 2*dem[r,c+1] + dem[r-1,c+1]) -
(dem[r+1,c-1] + 2*dem[r,c-1] + dem[r-1,c -1]))/8

slope[r,c] = math.atan(math.sqrt(p*p+q*q))

Listing 3: Parallel Python/Numba implementation

5 Numerical experiment

This section describes details of the numerical experiment with the results and
their interpretation.

5.1 Methodology

We benchmark two versions of the parallel slope algorithm (both using the
single precision floating-point number format), namely:

• C++OpenACC using OpenACC Standard in C++ language.

• Python-Numba using Numba in Python language.

Four different DEMs sizes were considered to evaluate the execution time, the
speedup and the scalability of implementations with the data size increasing. The
sizes of data used for testing are presented in Table 2. These DEMs represent the
models of digital terrain in Southeast Europe downloaded from the Land Monitor-
ing Service (https://land.copernicus.eu).

To determine the execution time of two parallel slope implementations, tests
were carried out on two systems with GPU architecture, namely: K40 representing
the Kepler and V100 representing the Volta generation. This made it possible
to assess whether the same or different behaviors could be observed in different
architectures. Each test was executed 10 times. Table 3 shows the details of the

Table 2: Test area data details

Name No. of columns No. of elements size of array
=No. of rows in GB

5 × 5 5 000 25 000 000 0.1
10 × 10 10 000 100 000 000 0.4
20 × 20 20 000 400 000 000 1.6
40 × 40 40 000 1 600 000 000 6.4

https://land.copernicus.eu
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Table 3: Hardware specifications of individual compute nodes

KEPLER
CPU 2x Xeon E5-2670 v3 2.30GHz
RAM 128GB
GPU NVIDIA Tesla K40m

VOLTA
CPU 2x Xeon E5-2670 v3 2.30GHz
RAM 128GB
GPU NVIDIA Tesla V100s

hardware specifications where both test platforms use Intel Xeon Processor E5-
2670 v3 processors. Each processor has 12 cores. The machine is equipped with
2 such processors with 12 cores each, i.e. included 24 physical cores. KEPLER has
a Tesla K40m graphics card, which is characterized by a 745 MHz core clock, 12 GB
memory and 2880 cuda cores. VOLTA has a Tesla V100s graphics card, which is
characterized by a 1370 MHz core clock, 32 GB memory and 5120 cuda cores.

The following software is installed on each machine:

• operating system: CentOS 7.5

• kernel: Linux 3.10.0

• GDAL: 3.1.4

• pgi: 20.4

• Numba: 0.53.1

The pgi compiler is used with the optimization flags: -fast and -acc for
C++OpenACC.

5.2 Comparing the execution times and the speedup

This section presents the final results of the execution times. In Table 4 the
execution times for both C++OpenACC and Python-Numba for four different DEMs
size on two GPU and sequential program execution on single-core CPU are shown.

Table 4: Times of the execution in seconds for two versions of the implementation
for four different DEMs size on different machines

Versions Machines 5× 5 10× 10 20× 20 40× 40

C++OpenACC
KEPLER 0.80 1.08 2.14 -
VOLTA 1.21 1.40 2.39 6.39

SEK CPU 0.73 2.5 9.95 33.09

Python-Numba
KEPLER 3.29 3.76 5.68 -
VOLTA 1.89 2.10 2.79 5.04

SEK CPU 797.57 2820.85 12227.42 38583.86



Parallel Implementations of the Slope Algorithm in C++/OpenACC. . . 17

According to these experiments, CPU and GPUs execution times increase with
DEM size, as expected. Sequential program execution (SEK CPU) in C++ is more
efficient than sequential program execution in Python, which is commonly known
[3], [4], [6]. In the first data set, single-core implementation on single-core in C++
(C++OpenACC) outperforms GPU implementations about 10% on KEPLER and
about 66% on VOLTA. This is due to two facts. Firstly, C++ compiler produces
code that executes sequentially very quickly. Secondly, the first data set takes up
very little space in the memory of both cards (Volta and Kepler), which is associated
with a relatively small amount of calculations. Implementations on GPU always
outperform their counterparts on single-core for other sizes.

Implementations in Python (Python-Numba) on GPU always significantly out-
perform the sequential implementation on a single-core. C++OpenACC applications
outperform Python-Numba versions for all data except the largest DEM data set
comparing CPU and GPU, respectively. The largest DEM data set does not fit
on the Kepler card because the card has only 12 GB of memory and the largest
data set is as large as 6.4 GB. Each implementation works on two DEMs, which
means it takes 12.8 GB of memory. The results showed that in the case of the
tested Python-Numba application, for large data sizes on the Volta card, the ex-
ecution time was faster about 27% than the execution time of the C++OpenACC
implementation.

For better performance evaluation, we calculated the speedup to compare the
execution time of parallel implementations on GPU of slope algorithm with the
execution time of sequential on a single core CPU processor. This dependence is
illustrated in Table 5.

Table 5: The Speedup

Versions Machines 5× 5 10× 10 20× 20 40× 40

C++OpenACC
KEPLER 0.91 2.31 4.65 -
VOLTA 0.60 1.79 4.16 5.18

Python-Numba
KEPLER 242.42 750.23 2152.71 -
VOLTA 421.99 1343.26 4382.59 7655.53

The speedup of the Python-Numba outperforms the speedup of the C++OpenACC.
The results showed also practical differences between KEPLER and VOLTA for
both implementations.

6 Conclusion

In this article, we introduce a methodology that allows you to speed up raster
computation for the slope algorithm on the GPU using two different programming
languages, namely C++ and Python. Different parallelization technologies were
used for each language. Namely, OpenACC was used for C++ and Numby was used
for Python. We concluded that in C++ it is worth using OpenACC, which greatly
simplifies the programming process, and the resulting code is simple, readable, and
efficient at the same time.
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Based on the tests performed, we can also see that both implementations scale
well with increasing problem size. The only limitation connected with the size is the
size of the DEM, which must fit in the memory of the graphics card. In Python, the
use of Numby produces very efficient parallel code that can compete with a C++
implementation in terms of performance.

The proposed parallelization methods can be extended to related algorithms,
such as edge detection in digital image processing. This operation removes infor-
mation such as color and brightness and leaves only the edges. For edge detec-
tion algorithms, the cross operator Sobel [8] will be considered. The approach too
may be useful for creating high-performance, scalable code suitable for GPU-based
computing systems for processing geospatial data. In addition, we plan to further
improve the performance of the slope algorithm. We want to use Unified Memory
(UM) which proposes program abstraction of uniform memory space on CPU and
GPU for Python implementation.
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1 Research background and the existing state of
knowledge

Hypnosis, hypnotherapy and techniques like Guided Imagery (GI) are widely
recognised as method supporting a wide range of therapies, including oncotherapies
and mental disorders.

The primary objective of this paper is to present the literature review of the
relaxation techniques appliance in supporting the health recovery programs is pre-
sented.

The secondary objective of this paper is to conduct the pilot study aimed at
measurement of electrophysiological parameters: EEG brain cortical activity, pulse
and blood saturation of the patient exposed to Guided Imagery hypnosis.

There are numerous examples of using hypnotherapy in the treatment of pa-
tients affected by HIV, ARC, or AIDS, among others [21]. For example, Auerbach
demonstrated a meaningful reduction in physical symptoms associated with HIV,
such as fever, pain, nausea, and a significant increase in activity and resilience
in case of patients with ARC and AIDS who participated for 8 weeks in a group
program that used biofeedback, imagery, and hypnosis, as compared to a control
group [1]. Gochros used hypnosis in simultaneous individual and group therapy of
seropositive patients in order to strengthen their ability to cope with the diagnosis
and reduce the resulting stress [21]. His results showed a positive effect of hypnosis
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on anxiety and helplessness. Mentioned 8-week-long group program of Kelly, which
included self-hypnosis and meditation training, was shown to help reduce stress
and improve self-control and the daily quality of life of patients [14].

Newton and Marx used imaginal hypnosis in the Simonton approach with 4 men
(10 individual sessions) and 22 men (10 group sessions) in order to improve the
long-term survival of the patients [19]. Significant reduction of stress decreased
anxiety related to their condition, and increased activity was observed in the case
of patients who received the individual therapy.

The abovementioned Simonton method was first used in 1971 by Carl Simonton,
an American physician and radiation oncologist. It had been then developed for
more than 30 years. Simonton introduced the systematic use of psychotherapeutic
interventions as a necessary extension of conventional cancer treatment [9, 29,
30]. Criticism of his studies and his reports on the positive therapeutic results
of his approach to the treatment of patients affected by cancers initiated long
series of standardized clinical trials. For instance, David Spiegel [33] confirmed the
effectiveness of this approach.

Patients with distant metastases of advanced breast cancer were divided into
two groups. Patients who additionally participated in a cognitive-behavioral ther-
apy program as an adjunct to standard cancer therapy showed significantly better
outcomes than patients in the control group who were only treated according to the
current standards. Fawzy [8] came to similar conclusions regarding psychotherapeu-
tic intervention in the treatment of patients diagnosed with malignant melanoma.
And despite the clinically proven beneficial results of the use of cognitive-behavioral
therapy increasing the level of coping with the situation after diagnosis, reducing
the stress experienced, and having a beneficial effect on life expectancy after di-
agnosis has not resulted so far to attach such a standard of treatment support to
all patients although it is known that the lifespan of the included participants in
Fawzy’s study was statistically twice as long [8]. The innovative concept to help
patients using VR methods has the potential to change that and enable patients to
support their treatment from the psychological edge. It is known and proven that
when patients “think healthy” it supports recovery because they are able to:

• Enter a state of relaxation and relaxation as often as possible. Before and
after, but also, if possible, during medical procedures.

• Put the brain into an alpha state and imagine positive scenarios of how my
body, organs, and cells are healing under the influence of the applied therapy.

• Understand that these visualizations and alpha state are the way to support
the immune system, as well as a pathway in its conditioning process.

• On the grounds of experiences (including those from virtual reality) build
realistic and positive beliefs about one’s condition, the medical procedures
used, and the processes of treatment and recovery.

From the neuroscientific perspective adopted by Rossi [24], it is the patient’s
creative activity that generates, through the neuroplasticity of the brain, new neu-
ronal connections so-called “miracle of healing based on the body-mind relation-
ship.” This deeply meaningful, internal creative mental process produces a hypnotic



Investigating the Influence of Guided Imagery Relaxation on the Selected. . . 23

experience for problem-solving problems and healing. Healing is located within the
patient. The therapist has no secret powers to control or heal. Patients heal them-
selves if they are lucky enough to receive the right “therapeutic suggestions” and
psychological support which is described as “implicit heuristics of processing.”

Research on implicit processing heuristics should take advantage of the current
level of neuroscience and computer data processing and available technologies to
build upon that [7]. For this purpose, our EEG study allows, among other things,
the analysis of the amplitude and frequency of brain waves under hypnosis.

Several basic waves can naturally appear in the EEG recordings:

• Alpha waves (frequency 8–13 Hz, amplitude 30–100 µV) — are the rhythmic
activity of the cerebral cortex in the 8–12 Hz range. This is one of the earliest
observed structures (graphemes) of the EEG. The occurrence of the frequency
of the rhythm alpha is attributed to the state of relaxation with eyes closed.
Alpha waves are best seen in the posterior (occipital) leads, that is, from
around the part of the cortex responsible for processing visual information.
The alpha rhythm is of fundamental importance in EEG analysis of sleep.
Although it does not occur during actual sleep it is indicative of the patient’s
“pre-sleep” wakefulness, and its disappearance signifies the transition from
the waking state to shallow sleep. They are also attributed to a state of rest.
Reduced alpha wave amplitude is noted in stressed individuals and those with
an elevated state of anxiety.1.

• Beta waves (frequency 12–30 Hz, amplitude >30 µV) In the beta spectrum,
the following compartments are distinguished: slow beta waves (12–15 Hz),
the proper intermediate beta band (15–18 Hz), and fast beta waves, with
frequencies above 19 Hz. This unsynchronized neuronal activity characterizes
the usual daily activity of the cerebral cortex in humans. The range of this
frequency is observed during the state of active functioning, wakefulness, and
alertness. It increases during logical thinking when attention is directed to
cognitive tasks and the external world.2

• Theta waves (frequency 3.5–8 Hz) — activity in the frequency band from 3 to
7 Hz and a spread of several tens of µV. Characteristic theta waves occur, for
instance, during the period of shallow sleep — it is assumed that during this
time the assimilation and consolidation of learned content take place. Theta

1Low alpha (8–10 Hz) — is the range of waves with a frequency below the peak of alpha in the
test person, with the eyes closed. With age, a decrease in the peak frequency of this wave. The
higher peak frequency of this wave is found in more cognitively fit individuals. This frequency
band is associated with meditation, with maintained calmness and relaxation. Low alpha is subject
to diurnal fluctuations and we can note its higher amplitudes between the hours of 11 a.m. to
3 p.m. Significant fatigue of the subject can also affect the spectrum of this waveform [38]. High
alpha (11–12 Hz or 11–13 Hz) — this frequency occurs when the state of high awareness of the
environment. In this state, the brain can react quickly a precisely to changes in the environment.
Waves of this band are a state of mental and physical calm, also known as the “zona” state.
The mind is focused on the given moment “here and now,” It is a state associated with high
concentration and certainty of action [11].

2SMR sensory rhythm (13–15 Hz) — is observed in the sensory band of the cortex cerebral
cortex. It is a spindle-shaped waveform. It determines the state of alertness, but without muscle
tension muscles. It is a state in which high concentration is achieved. An understated amplitude
of this wave may indicate problems with maintaining focused attention [11].
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waves are the most common present brain waves during meditation, trance,
hypnosis, intense dreaming, and intense emotions. It is mainly observed In
the medial part of the front part of the cerebrum.3

• Delta waves (frequency 1–3 Hz) are high-amplitude activity with a low fre-
quency (0–4 Hz) and a duration of at least 1/4 s. For practical purposes, the
lower limit of frequency was assumed to be 0.5 Hz. Appearing during deep
sleep, delta waves with an amplitude of more than 75 µV are called slow
waves (SWA). Their appearance is due to the high synchronization of cor-
tical neurons (a higher one is encountered only during an epileptic attack).
Delta waves are also recorded during deep meditation in young children and
the case of certain types of brain damage.4

• Gamma waves (frequency 25–100 Hz) — activity in the Hz frequency band is
referred to instead referred to as high-frequency (high) gamma. The gamma
rhythm accompanies motor activity and motor functions. Gamma waves are
also associated with higher cognitive processes, including sensory perception,
and memory, among others. It is speculated that gamma rhythms modu-
late perception and consciousness and that the greater appearance of gamma
waves relates to expanded consciousness and spirituality [11].

Regardless of culture, race, upbringing, religion, and political views, all peo-
ple with biologically intact brains experience stress in the same stereotypical way.
The basis of such a stereotypical response to life-threatening situations are neu-
rophysiological processes, related to the stimulation of the relevant areas of the
central nervous system, which influences the immune system through the auto-
nomic nervous system (sympathetic and parasympathetic), the endocrine system,
and a direct effect on the limbic-hypothalamic system secreting immunomodulat-
ing neuropeptides [43]. This allows one to measure how even stagnant stress levels
may change when applying stress reduction factors such as relaxation and visual-
ization. Knowing that study conducted in 1987 by Kempthorne-Rawson, Persky,
and Shekelle proves that pessimism and depression contribute to higher mortality
among patients with cancer such methods to reduce its level should be included
in standard treatment. In the 1950s, West, Blumberg, and Ellis showed that the
rate of tumor growth is more related to psychological factors than to the degree of
tumor differentiation found on histopathological examination [42].

Knowing how the body behaves in a relaxed or stressed state, it is possible to
construct tests and use such measurements that will collect signals from heart, skin,

3Theta waves are associated with the extraction of information from memory and the ability
to control reactions to stimuli. At this frequency, we are aware of our surroundings while the body
is in a state of deep relaxation. They are associated with conscious observation of the environment
(thalamic nuclei of the brain). In the state of theta waves, very creative thoughts, inspirations,
and imaginations. This frequency helps recall memories, fantasies, and associations. In contrast,
excessive amounts of theta waves have been reported in people with attention deficit disorder [11].

4Delta waves are the slowest of all brain waves. They occur during deep sleep and account for
more than 50% of recorded brain activity. They have also been observed during transcendental
meditation. Information received at this level is usually unavailable at the level of consciousness.
Delta waves dominate the QEEG spectrum in infants up to 6 months of age. age. They are also
recorded in brain damage and in brain tumor diagnoses [11].
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or brain activity, so that researchers will be able to prove that hypnosis brought ex-
pected changes within the patient’s body. For example, using measurements such
as respiratory rate per minute, duration of inspiration and expiration, tidal vol-
ume (in ml), heart rate HR (in beats/minute), respiratory sinus arrhythmia RSA
(difference between the maximum and minimum heartbeat interval, in ms,) log-
arithm of HFHRV-transformed power in the high-frequency band of heart rate
variability, LF-HRV-transformed power in the low-frequency band of heart rate
variability can quantitatively demonstrate how appropriately timed relaxation by
modifying breathing patterns can put subjects into a relaxed state [39]. It is often
assumed that cardiorespiratory changes induced by breathing instructions trigger
a relaxation response [5]. Psychologically, breathing techniques usually induce an
increased focus on internal sensations and comparatively disregard external stimuli
[40]. Physiologically, most breathing exercises are designed to decrease sympathetic
activity and increase the parasympathetic activity of the nervous system [2]. Re-
sults from a study at the University of Leuven strongly suggest that voluntary
changes in the length of inhalation in comparison to exhalation are an important
determinant of participants’ reported relaxed states [39].

EEG studies on relaxation, on the other hand, show that a decrease in total
power in the entire cerebral cortex during the relaxation state means that the
brain activity of individuals during the relaxation process gradually decreases [36].
Physiological indicators of responses to relaxation introduced by Foster [17] include
reductions in oxygen consumption, respiration and heart rate, as well as an increase
in the production of alpha brain waves. Increased power of alpha and theta fre-
quencies and interhemispheric synchronization, especially frontal alpha coherence
[37] are usually considered as neurophysiological indicators of sensorimotor state
and mental rest.

Regular relaxation practice can affect various physiological and psychological
parameters related to aging, digestion, general well-being, and psychosomatic dis-
eases. Consequently, there is a growing need to monitor physiological processes
related to relaxation and stress response [25]. From the current literature on the
subject, it can be concluded that deep relaxation is most often led to by slow, deep
breathing at a frequency of 0.1 Hz.

In an article [25], the authors confirm that 6 breaths per min promote relax-
ation. In a book entitled “Relaxation, Meditations & Mindfulness” [31] mentions
techniques to achieve a state of deep relaxation. These include Yoga classes, where
progressive muscle relaxation and deep breathing occur. The author points out that
the breath should be slow and even, and sometimes deep or shallow. Relaxation
breathing has a rhythm in which the exhalation is slow and steady. At first, it may
be deep and later shallow without effort. In general, relaxed exhalation takes twice
as long (6 seconds) as inhalation (3 seconds).

We can divide the breathing process itself into:

• normal breathing (eupnoe) with a frequency of 0.25 Hz or 25 breaths per
min,

• slow breathing (bradypnoe) with a frequency of 0.1 Hz or 6 breaths per min,

• fast breathing (tachypnoe) with a frequency of 0.5 Hz.
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In the paper [4], researchers examined the effect of the respiratory cycle on
EEG. W order to do so, they compared the spectral analysis of the EEG signal
during inspiration and expiration.

Normal, slow, and fast breathing were checked. The researchers noted that
during inhalation with normal breathing, delta wave activity in the parietal region
and total activity in the frontal region. With fast breathing during inspiration,
there is a decrease in beta wave activity in the central region and activity in the
theta in the posterior temporal and occipital regions. Compared with the EEG
in eupnoe, bradypnoe and tachypnoe, there was a decrease in the spectral power
of all spectral bands except delta during faster respiration rates and vice versa,
with a significant difference found mainly between bradypnoe and tachypnoe, less
frequently between eupnoe and tachypnoe.

In another article [10], researchers examined the effect of breathing patterns on
EEG activity. They conducted the study on healthy participants. Each examined
had to breathe deeply and slowly (6 breaths per min), hold their breath, and
breathe quickly and deeply (30 breaths per min). The EEG signal was read from
the frontal, parietal and occipital regions of the head. The researchers detected
an increase in alpha and beta activity in the frontal region during deep and slow
breathing. In contrast, there was a process of decrease in the activity of these waves
in all regions during breath-holding. In the case of slow and deep breathing, only
alpha decreased.

The pace of speech we know from studies on the subject is that a healthy person
utters about 10–15 sounds per second. In the case of uttering a greater number of
them, i.e. 20 (or more), understanding the speaker’s speech is much more difficult.

Three modes of speaking tempo can be distinguished [34]:

• lento (slow, slow tempo),

• moderato (moderate),

• allegro (fast, English quick tempo).

Usually, texts are spoken at a moderato tempo. For longer speeches, as a rule,
there are different speaking tempos. Their interplay is a characteristic feature of
spoken language. a person pronounces an average of 10–15 vowels per second. The
pronunciation of 21 vowels per second is on the verge of speech intelligibility. The
time taken to pronounce syllables and vowels is measured in milliseconds. For ex-
ample, the duration of shortness consonants is about 40 milliseconds, while the
duration of an average syllable is 200–300 milliseconds. In fast speech, the average
duration of a vowel is 60–70 milliseconds, and in slow speech — 150–200 millisec-
onds. If only in connection with this knowledge, it would be necessary to adjust the
recording in such a way that the speaker speaking to the patient pronounces the
voices at a rate that is within the 150–200 millisecond range. Science is studying
also the effect of sound on our mood. Human responses to sound are experienced
on several different levels: physical, mental, cognitive, and behavioral [38].

Nevertheless, there are still relatively few studies that document the relevance
of this factor, especially at the level of interpersonal communication. Instead, we
know that one of the elements of effective psychotherapy is empathy, which also
expresses itself in non-verbal ways [17]. That’s why it’s so important to lean into
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the importance of speech characteristics, to consciously use the right sounds, tone
of voice, or tempo, as this translates into the reactions of physiological and mental
reactions that are induced in the recipient especially by using VR tools.

In the professional exchange of information, for example, in the psychotherapeu-
tic process, communication takes place simultaneously at the verbal and nonverbal
levels. Verbal communication without nonverbal transmission is practically non-
existent. Thus, there are areas where the way information is communicated is of
great importance not only for the quality of the future relationship such as patient
and doctor but also to trigger a psychosomatic response, which can be translated
into the functioning of the patient’s immune system. Indeed, it should be pointed
out that, for example, an appropriate tone of voice can allow for stress reduction
when communicating a diagnosis. A study from 2011 funded by the National Can-
cer Institute shows that nonverbal information revealed in a lower tone of voice and
a slower rate of speech gives the impression of being more empathetic [18]. This
has a direct bearing on the patient’s mental state, who feels better understood and
embraced with compassion [56]. And although more research has been conducted
within the realm of verbal empathic communication it is indicated that non-verbal
based on the tone of voice and rate of speech is equally important [28]. How the
message is conveyed is of particular importance important in the case of oncology
patients, who face high levels of stress, tension, and fears for their lives as they face
dealing with the disease [22].

Another study that confirms the importance of voice tone and tempo on levels
of relaxation was conducted in 2006 in the biofeedback research laboratory of the
Department of Behavioral Medicine and Psychiatry at West Virginia University. It
investigated the effectiveness of progressive relaxation training (PRT) on selected
vocal characteristics and its impact on the treatment process [15]. In the study
[15], the goal was to see how the volume, pitch, timbre of the voice, and intensity
of speech could affect the therapeutic process. As early as 1979, Ryan and Moses
showed [26] that a soft, melodious voice can translate into treatment effectiveness.
In addition to subjective assessment of the relaxation state or the subjects’ percep-
tion of speech characteristics, participants in the experiment had their heart rate
(HR) measured, and EMG signals were collected, verifying the electrical function
of the electrical activity of muscles and peripheral nerves. The intensity of the voice
conducting the relaxation training was measured in decibels, the tone of voice in
Hz, and the number of syllables per second of tape was calculated. The results
of the study clearly show that a voice that lowered and became more monotonous
during the session caused a significant reduction in EMG levels (electromyography)
which translated into a reduction in muscle tension. At the same time, the subjec-
tive feelings of the subjects confirmed that the way they used, and modulated their
voice in therapy had an impact on their level of relaxation.

Muscle tension, like other vegetative autoregulatory processes (body tempera-
ture, heart rate, blood pressure, intestinal motility, etc.) sweat secretion cannot be
controlled consciously. Since 1972, more than 1,500 articles have been published in
professional publications on GSR (cutaneous-galvanic response) is considered the
most popular method for studying the phenomena of human psychophysiological
phenomena [3]. Although GSR is an ideal measure for tracking emotional arousal,
it is unable to reveal the emotional valence i.e., the quality of the emotion. The
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true power of GSR unfolds when combined with other data sources to measure
complex dependent variables and provide a complete picture of emotional behav-
ior. Often, this test is performed in experiments involving games, or reactions to
images or videos presented [32]. This opens the way to seek quantitative answers
based on skin responses to further questions related to the mode of communication
used in the VR treatment program so that the solution can best serve to reduce
the patient’s stress level and support relaxation, to enhance the healing processes.

In research on voice analysis during discussions of bad news in oncology [18],
the author also states that no study analyzed verbal content, speech analysis, and
other related nonverbal behavior, and notes that this is a desirable research topic.
Most studies focus on listening to music and not the voice itself, these studies show
that relaxation music (e.g. Bach, Vivaldi, Mozart) results in a slowing of the heart
rate [6].

Music can strongly evoke and modulate emotions and mood, as well as changes
in heart function, blood pressure (BP), and respiration. In the various studies on
the effects of music on the heart, there is a wide variety of methods and quality,
but can be established that: heart rate (HR) and respiratory rate (RR) are higher
in response to exciting music compared to calming music [16]. W a study of music
therapy to help treat children with cancer, music reduced pain ratings, heart rate,
respiratory rate, and feelings of anxiety, during lumbar puncture, when children
had headphones with music, they felt less pain and were calmer and relaxed during
and after the procedure. All of these children wanted headphones with music when
they next undergo the procedure [20]. This proves that listening to music already
has its applications during medical therapies. There are not many publications that
talk about listening to the voice itself, but studies show that people already in the
womb can recognize the mother’s voice, which has been observed to reduce the
fetal heart rate [41]. Hypnosis (a recording with a slow breathing command) has
also been shown to reduce heart rate, even in stressful situations such as dental
procedures [6].

Thus, the VR treatment program’s assumption that listening to a calming voice
reduces heart rate appears to be true [23], and the creation of a device to monitor
heart rate and attempt to lower it using a voiceover and guided relaxing trance will
make it possible to study more closely how initially rhythmically spoken words at
the same rate as the initial heartbeat rhythm heart rate affects the heart rate after
the words are slowed down and whether the patient will calm down.

“The real power of understanding lies in not allowing our knowledge to be
fettered by what we do not know.” — stated Ralph Waldo Emerson — which is
why it is important to continue research and see what combinations between the
breath, the voice of the speaker, the rate of speech will bring the best effects thru
VR treatment.

2 Experiment description
The EEG laboratory (Fig. 1) in the Department of Neuroinformatics and

Biomedical Engineering at the Maria Curie-Skłodowska University in Lublin is
equipped with apparatus that allows the precise study of bioelectrical changes oc-
curring in the patient’s brain thanks to an EGI dense matrix amplifier (Electrical
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Figure 1: EEG laboratory in the Department of Neuroinformatics and Biomedical
Engineering at Maria Curie-Sklodowska University in Lublin, Poland

Geodesic Systems, Oregon, USA), to which caps equipped with 256 electrodes (Hy-
droCel GSN 130 Geodesic Sensor Nets) can be connected. The lab offers the ability
to record signals at frequencies up to 1000 Hz (with simultaneous measurements
by all 256 electrodes). The laboratory has a GPS photogrammetric station with
GeoSource software that enables the application of source localization algorithms
and the precise generation of a model of the subject’s brain.

For a trial approach aimed at designing a research protocol to answer the for-
mulated questions formulated by the Ordering Party, a relatively simple test was
proposed involving putting the patient (in this case, the Department Head) into
a state of deep relaxation by a qualified therapist (Katarzyna Zemla, M.Sc, SWPS
doctoral student, Master of Cognitive Behavior BIK ), and then recording the elec-
trical activity of his brain in four main activity bands (alpha, beta, theta, delta) and
measuring his heart rate and hemoglobin saturation throughout the entire study.

Hemoglobin saturation (SpO2) in the blood was measured using a Kermed A310
pulse oximeter. Heart rate was measured using a Xiaomi Mi Band 5. After the test,
the patient was measured at a photogrammetric station. During the main part of
the study, only the patient and the therapist were in the laboratory room, and
twilight prevailed. The lab technicians were present only during the preparation
of the patient and during the geodetic measurements. The study conducted on
December 11, 2020, lasted 30 minutes.
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Figure 2: Percentage of each wave during the experiment

3 Experiment description

The percentage of each band of the electrical activity of the patient’s cerebral
cortex during the test is shown in Fig. 2. Changes in the subject’s heart rate during
the experiment are presented in Fig. 3. A graph of changes in hemoglobin saturation
is shown in Fig. 4.

We can observe an increasing and then relatively high proportion of delta waves
starting from about 870 seconds of the test (see. Fig. 2). This is accompanied by
a relatively high proportion of alpha and theta waves at the beginning of the study
with a low level of beta waves throughout the experiment. Starting at 870 seconds
of the survey, there is a slight decrease in the contribution of alpha and theta waves
as delta activity increases (see. Fig. 2).

The increase in delta activity is accompanied by an increase in pulse rate
(see. Fig. 3) and a slight but observable increase in hemoglobin saturation (SpO2)
(see. Fig. 4).

As is well known, the more than 50% contribution of delta waves to brain
activity is associated with the phase of deep meditation or deep sleep. It can be
presumed that an increase in the patient’s delta brain activity above 60% in the
study was related to the therapist’s attempt to by the therapist to obtain the
phenomenon of dreaming in sleep, which took place at that time. time. On the
other hand, the increase in pulse rate may indicate a correlation between this
phase with the visualizations occurring in the patient’s state at the time of the
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Figure 3: Pulse variations during the experiment

Figure 4: Hemoglobin saturation level (SpO2) during the experiment
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examination. Theta waves at relatively high levels (about 30% on average) confirm
the state of hypnosis into which the patient was put, also a state associated with
shallow sleep; their decrease starting at 870 seconds indicates a rapid transition of
the patient into a state resembling deep sleep.

It is difficult to conclude a single case. However the study pilot study was
intended to show that we have the possibility of reliable quantitative recording of
the electrical activity of the cerebral cortex and combined with a relatively simple
to use and inexpensive apparatus, we can look for correlations of this activity
with pulse rate and blood hemoglobin saturation (SpO2). After connecting the
galvanometer it will be possible to study stress levels changes.

4 Recommendations

4.1 The rationale behind the VR treatment concept

The originators of the project rightly point out that the poor mental state in
which most oncology patients find themselves reduces their quality of life during
and after the various stages of treatment and can delay the processes of treatment
and recovery. Therefore, the goal of the VR treatment program is to improve the
mental state of patients so that they can experience positive emotional states even
if they do not have the exceptional mental strength and are not able to control their
thoughts and negative states. Patients by putting on the goggles and headphones
could create new experiences and build positive beliefs and attitudes toward the
healing and treatment process and reinforces and stabilizes a positive emotional
state. In contrast, the poor mental state in which most oncology patients prolongs
and impedes the treatment and recovery processes, and above all, reduce the quality
of life during treatment. VR solution would allow the solution even if we face
difficulty with access to specialized psycho-oncological help.

Carl Simonton’s therapy, mentioned earlier, is based on activities in the follow-
ing areas: behavior (relaxation, creating new habits), beliefs (changing unhealthy
beliefs to ones that give us peace of mind and energy to act), emotions (maintaining
hope, dealing with emotions that harm us, learning to cope with everyday stressful
situations), spirituality, communication with supportive people (building a support
system, learning healthy communication), and physicality (diet, movement, the role
of play in the recovery process).

The many assumptions not only of selecting the most effective method but also
of how to combine it with technology, which today offers the possibility of creating
virtual worlds, cause many hypotheses and unknowns to arise, which need to be
further investigated and verified. The relaxation module itself, for it to respond
to changes in the patient’s physiological state as well as the therapist must be
designed to respond to his breathing, pulse, or measuring changes in the skin’s
electrical resistance.

When relaxation is led by a therapist, he or she often sees and adjusts the
guidance of the body relaxation and visualization to the patient’s breathing. The
hypnotherapist can see when the patient’s chest is on the inhale and lowers on the
exhale. So the open question remains how to map this alignment when the patient
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puts on the goggles and receives instructions from the VR treatment program in
the most effective way?

4.2 Recommended research

To extend current phase of conducted pilot study it is recommended to proceed
with further steps such as:

• In-depth research on the susceptibility of patients to relaxation intervention
depending on a set of variables obtained from psychological questionnaires:
anxiety, depressiveness, introverted, extroverted personality types which may
determine natural attitude toward diagnosis.

• Conducting experiments to build classifiers capable of suggesting the most
appropriate pace and method of conducting the relaxation intervention.

• Conducting experiments to test the performance of the constructed clarifiers.

This is the initial stage of our project.
Depending on the personal properties and external influence each patient can

have an individual ability to be exposed to relaxation, varying in time and other
conditions.

In future, it will be useful to investigate the pace at which particular subjects
get into a deep state of relaxation. It was only our expectation that they ought to
do this in around 14 minutes. However, each individual can be characterised and
most probably is by his own pace. Plotting their state in the function of time would
be recommended.

Using machine learning classifiers is expected to find application in the classifi-
cation of biomedical signals towards therapy support citedylkag2021pilot, mikola-
jewska2014non. Machine learning tools and algorithms have been used for decades
also for lots of disorders diagnostics like alcoholism or depression [27, 12] and others
[47] using new measures like those defined in [46] as well as advanced modelling of
biological systems behaviour [35] including diagnostics purposes [13, 44, 45].
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1 Introduction
The third year of the SARS-CoV-2 pandemic has passed and most research

effort is devoted to studying the impact of the pandemic on social relations, the
economy, politics and other aspects of the life of people in Poland. It is known that
social contacts were dramatically restricted (or moved to the Internet), indepen-
dently of lockdown decisions. In this paper, we would like to note the changes in
social behaviour in Poland in terms of network parameters such as assortativity
(homophily), mean distance and the law of degree distribution. These values are
computed from simulations of the course of the epidemic on different networks and
then compared with the observed runs of the epidemic.

2 Data sources
Simulations of the course of the epidemic will be carried out on the following

seven graphs:

DOLPHIN The file dolphins.gml [13] contains an undirected social network of
frequent associations between 62 dolphins in a community living off Doubtful
Sound, New Zealand, as compiled by Lusseau et al. (2003) [5]. See additionally
[4] and [3].

KARATE The file karate.gml contains a network of friendships between 34 mem-
bers of a karate club at a US university, as described by Wayne Zachary in
1977 [12]. The data were taken from [15].

LUX The graph of roads in Luxembourg taken from [10].
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FACEBOOK This dataset consists of circles (or friend lists) from Facebook.
Facebook data were collected from survey participants using the Facebook
app. The dataset includes node features (profiles), circles, and ego networks.
Facebook data have been anonymized by replacing the Facebook-internal
ids for each user with a new value. Also, while feature vectors from this
dataset have been provided, the interpretation of those features has been
obscured. For instance, where the original dataset may have contained a fea-
ture “political=Democratic Party”, the new data would simply contain “polit-
ical=anonymized feature 1”. Thus, by using the anonymized data it is possible
to determine whether two users have the same political affiliations, but not
what their political affiliations represent. The data were taken from [14].

FOAF The FOAF graph was taken from [16]. FOAF (an acronym for “friend of
a friend”) is a machine-readable ontology describing persons, their activities
and their relations to other people and objects. The FOAF language (based
on RDF and XML) specification may be found in [17]. In our investigation, we
restrict ourselves to triples with the properties foaf:knows, only. FOAF allows
groups of people to describe social networks without the need for a centralised
database.

BINOM The BINOM graph is random and was produced by the program:

1 n<-50
2 p=0.1
3 k=4
4

5 wyn <-c(rbinom(n*n,k,p))
6 wyn <-matrix(as.numeric(wyn >0),n,n)
7

8 rownames(wyn)<-colnames(wyn)<-seq(1,n)
9 library(igraph)

10 Graf2 <-graph_from_adjacency_matrix(wyn)

GO The Gene Ontology (GO) knowledge base is the world’s largest source of
information on the functions of genes. This knowledge is both human-readable
and machine-readable and is a foundation for computational analysis of large-
scale molecular biology and genetics experiments in biomedical research. Our
network GO was produced by the program:

1 library(topGO)
2 library(org.Hs.eg.db) # Human
3

4 # Human gene list library(org.Hs.eg.db)
5 genlist <-names(as.list(org.Hs.egALIAS2EG ))
6 golist <-as.data.frame(GOTERM)
7 il=length(genlist)
8

9 set.seed (111)
10 genes=rep(0,il)
11 names(genes)= sample(genlist , il)
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12

13 selection <- function(allScore ){
14 # function that returns TRUE/FALSE for p-values <0.05
15 return(allScore < 0.5)}
16 allGO2genes <- annFUN.org(whichOnto="BP",
17 feasibleGenes=NULL ,
18 mapping="org.Hs.eg.db",
19 ID="symbol")
20 GOdata <- new("topGOdata",
21 ontology="BP",
22 allGenes=genes ,
23 annot=annFUN.GO2genes ,
24 GO2genes=allGO2genes ,
25 geneSel=selection ,
26 nodeSize =3)
27

28 library(igraph)
29 Graf1 <- graph_from_graphnel(GOdata@graph)

3 Data properties

Main properties of the above defined graphs are summarized in Table 1.
For the social network analysis, we will consider two values:

Law distribution We consider two laws of distribution:

Power law of distribution Pk ∼ k−α, k = 1, 2, . . .

and
Exponential distribution Pk ∼ e−k/α, k = 1, 2, . . .

where Pk is the number of vertex of a degree k in the graph. The type of
a given graph is determined based on a multiple R-Squared, which deter-
mines how well your model fits the data. A comparison of multiple R-squared
together with the α coefficients of the considered graphs is given in Table 2.

Assortative mixing The values introduced and described in [9] and [8] and com-
puted for our graphs in Table 2. It is a bias in favour of connections between
network nodes with similar characteristics. In the specific case of social net-
works, assortative mixing is also known as homophily.

Table 1: Basic properties of the considered graphs
Graph Mean Account Account Is Is Diameter Centrali-
G degree of vertex of edges simple? consistent? zation
DOLPHIN 5.13 62 159 No Yes 8 0.1126
KARATE 4.59 34 78 No Yes 5 0.3761
LUX 2.09 114599 119666 Yes Yes 1337 1.71 · 105
FACEBOOK 43.69 4039 88234 Yes Yes 8 0.1240
FOAF 1.95 34061 33223 Yes No 17 0.0468
BINOM 40.28 50 1007 Yes Yes 2 0.1429
GO 4.52 11455 25883 Yes Yes 16 0.0043
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Table 2: Additional properties of the considered graphs.

Graph Power Exponential Vertex with Density Mean Assorta-
G R2 α R2 α deg > 10 distance tivity
DOLPHIN 0.008 0.074 0.017 0.005 4.8% 0.084 3.4 6∈ (1.4, 2.9) -0.04360
KARATE 0.121 0.268 0.002 0.003 8.8% 0.139 2.4 ∈ (1.3, 2.8) -0.47561
LUX 0.016 0.024 0.026 9e-7 0.0% 9.1e-6 54.9 6∈ (2.5, 4.7) 0.34186
FACEBOOK 0.025 -0.189 0.001 -2e-5 76.2% 0.005 4.3 6∈ (2.1, 3.9) -0.04205
FOAF 0.003 0.022 0.009 4e-6 1.1% 2.9e-5 1.2 6∈ (2.3, 4.4) -0.15067
BINOM 0.003 3e-5 0.001 1e-6 100.0% 0.411 1.7 6∈ (1.9, 3.6) -0.00409
GO 0.002 0.012 0.003 6e-6 4.5% 1.9e-4 3.6 ∈ (2.2, 4.2) -0.06215

In literature, the conditions for graphs describing social networks (in normal
times) are:

(a) Rather power (c.f. [11]) than exponential distribution (KARATE, FACE-
BOOK, BINOM).

(b) Density between 0.1 and 0.25 (BINOM, KARATE)

(c) Big homophily (the great values of assortativity) (LUX, BINOM, FACE-
BOOK, DOLPHIN)

(d) Users with degree greater then 10 should be greater then 35% (FACEBOOK,
BINOM)

(e) Mean distance should be small (less than 5) (FOAF, BINOM, KARATE,
DOLPHIN, GO, FACEBOOK). In the [2] it is evaluated that the mean dis-
tance for social networks with N vertex should belong to (ln lnN, lnN

ln lnN )
interval (KARATE, GO).

Thus, the best network describing the social contacts between people should be
BINOM (it isn’t a social network, it is a random graph) and a bit worst KARATE
(it is a real social network) and FACEBOOK (it is a real social network too).
There is interesting the far position of another social network FOAF. The number
of satisfying points for each graph we show in six columns of Table 3.

4 Methods
This ranking (described at the end of the previous section and deals with “nor-

mal” times) should be verified by simulation of the runs of SARS CoV 2 epidemic
in Poland, considering the above graphs as the graph of social contacts of Polish
people. We exactly make:

• We take the COVID data for Poland from [18] and proceed according to
the described in [19] to obtain optimal β and γ values for the SIR model.
After that, we smooth, using the Kalman filter, the R function according to
the method described in [1]. Thus, we obtain a “real” effective reproductive
function R̂(t).

• For each graph G, under different levels of mortality (µ) and contagiousness
(λ), we simulate the course of the epidemic, obtaining the “simulated” effective
reproductive function Rλ,µ,G(t).
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• Using the time series distances dist: Dynamic Time Wrapping DTW and
Short Time Series Distance STS we find the value

Err(dist,G) = inf
β,λ>0

dist(Rλ,µ,G , R̂), dist ∈ {DTW,STS}.

These values are summarized in Table 3. It is worth stressing that we use
a shape-based distance instead that based on feature, structure or prediction,
because of the short time of simulation (100 days) and the “small” number
of vertexes (“people”) for some considered graphs. The time series distances
are implemented in the TSDist library in R, and are described in detail in [7]
and [6].

4.1 Input data

Let us recall the definition of truncated exponential law E(α,N) :

P [E(α,N) = k] =


αk−1

(k−1)!e
−α, for k = 1, 2, . . . N − 1,

1−
∑N−2
i=0

αi

i! e
−α, for k = N,

0, otherwise .

Input data:

L The time of duration of the disease

{pk, k = 1, 2, . . . L} The probability of infection of other person in the kth day of
illness. We will assume that the probability of infection has law E(λ, L) for
some λ > 0.

{deathk, k = 1, 2, . . . L} The probability of death of the infected person in the kth
day of illness. Similarly, as above, this distribution is given by E(µ,L) for
some µ > 0.

tcar The carention time after illness when person cannot get infected.

Tmax The simulation time (in days).

graph The graph of interpersonal contacts.

xo The vector of persons who are initially infected.

4.2 Output

wyn1 The result matrix wyn1[t, k], 1 ≤ t ≤ Tmax, 0 ≤ k ≤ L, is the number of
ill persons in tth moment who in kth day of illness (k = 1, 2, . . . L) whereas
wyn1[t, 0] is the number of health or recover persons.

wyn2 The structure of persons wyn2[t, k], , 1 ≤ t ≤ Tmax, 0 ≤ k ≤ 4 who are not
yet infected (k = 0) or who were infected kth times (k = 1, 2,) or who were
infected three times at least for k = 3 or dead for k = 4.



44 A. Krajka, M. Mackiewicz

wyn3 The SIR model wyn3[t, k], 1 ≤ t ≤ Tmax, 1 ≤ k ≤ 3 — Suspected, Infected
and Recovered for k=1,2,3, respectively.

Rλ,µ,G The value of Rλ,µ,G obtained from the simulation:

1 Isim <- cumsum(wyn3[, 2])
2 Rsim <- ts(Isim [2: dane$Tmax]/Isim [1:( dane$Tmax -1)])

4.3 Algorithm
The main loop is over the graphs G and for λ and µ. For every time t ∈ [1, Tmax]

we make the following:

• For every person (vertex) who is ill in k ∈ [1, L] time of illness, we draw with
a probability deathk if it this person dies, and the mark this person as dead.

• For each ill person we increase by 1 their time of illness (if the time is greater
than L, we set time to −tcar).

• For each ill person with a positive time of illness we randomly choose (with
probability pk) their neighbour (in sense graph G) who is neither ill nor dead,
and then we mark this neighbour as ill in the first day of illness.

• We update the output tables wyni, i = 1, 2, 3.

and after the simulation we compute Rλ,µ,G and dist(Rλ,µ,G , R̂), dist ∈
{DTW,STS}. In the loop of λ and µ, we minimize both this distances computing
Err(dist,G) finding optimal values λ and µ.

5 Results
The sixth column is obtained by ranking the number of points satisfying the

“normal times” social networks, whereas the seventh one is the average ofDTW and
STS distances rankings (from worst to best). “In normal times” the best are graphs

Table 3: Simulation results

Graph λ µ Err Err Rank in Rank in
G DTW STS normal times COVID times
DOLPHIN 0.8 1.1 68.0260 1.6082 1 4
KARATE 0.2 0.9 68.5272 1.6447 3 3
LUX 0.8 1.0 87.1263 1.2726 1 4
FACEBOOK 0.2 0.7 46.7006 1.8674 3 4
FOAF 0.4 0.3 80.3302 1.3590 0 4
BINOM 0.6 0.3 66.4789 1.7893 4 3.5
GO 0.7 1.2 52.8516 1.4853 1 5.5
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BINOM and a bit worst KARATE and FACEBOOK with a small diameter, mean
centralization, big mean degree and mean assortativity, whereas “in the pandemic
times” the best is the graph GO with a big diameter, very small centralization,
small mean degree and a little smaller assortativity. Thus the contacts in “pandemic
times” are bounded (smaller degree) and scattered (smaller centralization) but are
wider (bigger diameter).

References
[1] Arroyo-Marioli, F., Bullano, F., Kucinskas, S. & Rondón-Moreno, C. (2021).

Tracking R of COVID-19: A new real-time estimation using the Kalman filter.
PloS one, 16(1), e0244474. https://journals.plos.org/plosone/article?
id=10.1371/journal.pone.0244474

[2] Cohen, R. & Havlin, S. (2003). Scale-free networks are ultrasmall. Physical
Review Letters, 90(5), 058701.

[3] Lusseau D., Evidence for social role in a dolphin social network, Preprint q-
bio/0607048 (http://arxiv.org/abs/q-bio.PE/0607048)

[4] Lusseau D., The emergent properties of a dolphin social network, Proc. R. Soc.
London B (suppl.) 270, S186-S188 (2003).

[5] Lusseau D., Schneider K., Boisseau O. J., Haase P., Slooten E., and Dawson
S. M., The bottlenose dolphin community of Doubtful Sound features a large
proportion of long-lasting associations, Behavioral Ecology and Sociobiology
54, 396–405 (2003).

[6] Montero, P. & Vilar, J. A. TSclust: An R package for time series clustering.
Journal of Statistical Software, (2015). 62, 1–43.

[7] Mori U., Mendiburu A., Lozano J. A., Distance Measures for Time Series in
R: The TSdist Package. R Journal, (2016), 8.2: 451–459.

[8] Newman, M. E. J., Assortative Mixing in Networks, Physical Review Letters,
89, 20 (2002), American Physical Society (APS), http://dx.doi.org/10.
1103/PhysRevLett.89.208701.

[9] Newman, M. E. J., Mixing patterns in networks, Physical Review E, 67,
2, (2003), American Physical Society (APS), http://dx.doi.org/10.1103/
PhysRevE.67.026126.

[10] Ryan A., Rossi and Nesreen K. Ahmed, The Network Data Reposi-
tory with Interactive Graph Analytics and Visualization, AAAI, https:
//networkrepository.com, (2015).

[11] Takac, L. & Zabovsky, M. (2012, May). Data analysis in public social networks.
In International scientific conference and international workshop present day
trends of innovations (Vol. 1, No. 6). Poland: Present Day Trends of Innova-
tions Lamza.

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0244474
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0244474
http://dx.doi.org/10.1103/PhysRevLett.89.208701
http://dx.doi.org/10.1103/PhysRevLett.89.208701
http://dx.doi.org/10.1103/PhysRevE.67.026126
http://dx.doi.org/10.1103/PhysRevE.67.026126
https://networkrepository.com
https://networkrepository.com


46 A. Krajka, M. Mackiewicz

[12] W. W. Zachary, An information flow model for conflict and fission in small
groups, Journal of Anthropological Research 33, 452–473 (1977).

[13] https://github.com/csdashes/GraphStreamCommunityDetection/blob/
master/data/dolphins.gml

[14] https://snap.stanford.edu/data/ego-Facebook.html

[15] https://github.com/oseledets/nla2015/blob/master/lectures/
karate.gml

[16] https://ebiquity.umbc.edu/resource/html/id/82/foafPub-dataset

[17] http://xmlns.com/foaf/spec/

[18] https://data.europa.eu/euodp/en/data/dataset/
covid-19-coronavirus-data

[19] https://statsandr.com/blog/covid-19-in-belgium/

https://github.com/csdashes/GraphStreamCommunityDetection/blob/master/data/dolphins.gml
https://github.com/csdashes/GraphStreamCommunityDetection/blob/master/data/dolphins.gml
https://snap.stanford.edu/data/ego-Facebook.html
https://github.com/oseledets/nla2015/blob/master/lectures/karate.gml
https://github.com/oseledets/nla2015/blob/master/lectures/karate.gml
https://ebiquity.umbc.edu/resource/html/id/82/foafPub-dataset
http://xmlns.com/foaf/spec/
https://data.europa.eu/euodp/en/data/dataset/covid-19-coronavirus-data
https://data.europa.eu/euodp/en/data/dataset/covid-19-coronavirus-data
https://statsandr.com/blog/covid-19-in-belgium/


SARS-CoV-2 Epidemic in Poland
and Other Countries

Andrzej Krajka∗

Sandra Kamińska

1 Introduction

The SARS-CoV-2 epidemic has been going on long enough to ask the ques-
tion of which strategy to fight COVID proved the best: the “lockdown”, the (pre-
ferred in Asia) “zero tolerance” strategy, balanced testing and quarantine strategy
or another. The specialistic discussion overlaps the “political interest” and in con-
sequence spoofs the statistics. In this paper, we don’t judge which strategy was
the best but on the base available data, we compare the course of the epidemic in
Poland and other countries. The base of comparison will be the commonly used
Kermack-McKendrick SIR Model. In restriction degree (due to limited input data)
we indicate factors which mainly influenced the intensity of the epidemic.

2 Model SIR

The SIR model [12] is one of the most basic models for describing the temporal
dynamics of an infectious disease in a population. It compartmentalizes people into
one of three categories: those who are Suspected to be ill, those who are currently
Infected, and those who have Recovered (with immunity). The SIR model can be
described using a set of equations that describe the number (or proportion) of
people in each compartment at every point in time. For the number of people we
have

dS(t)

dt
= −βI(t)S(t),

dI(t)

dt
= βI(t)S(t)− γI(t), (1)

dR(t)

dt
= γI(t), t ≥ 0.
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whereas for proportions we should replace S(t), I(t), R(t) by S(t)/N, I(t)/N,
R(t)/N, respectively, where N denotes the population of a considered country.
Here β is the average number of contacts per person per time, multiplied by the
probability of disease transmission in contact between a susceptible and an infec-
tious subject whereas γ is the probability of an infectious individual recovering
in any time interval dt is simply γdt. If an individual is infectious for an average
period D, then γ = 1

D . This is also equivalent to the assumption that the length
of time spent by an individual in the infectious state is a random variable with an
exponential distribution.

The system 1 is non-linear, however it is possible to derive its analytic solution
in implicit form [11]. It is possible to show that

S(t) = S(0)e−Ro(R(t)−R(0)), t ≥ 0, (2)

where

Ro =
β

γ
,

is the so-called basic reproduction number (also called basic reproduction ratio).
This ratio is derived as the expected number of new infections (these new infections
are sometimes called secondary infections) from a single infection in a population
where all subjects are susceptible. It is the key value for the behaviour of an epi-
demic; when Ro > 1 the infection the number of infected persons increases, but
not if Ro < 1.

3 Data sources

The source data of COVID history, excess mortality, stringency index [6], size of
population and population density was pulled out from [1] (in csv format), although
there are a lot of numerous websites with COVID information [2, 3, 4]. We read
and later prepare data in an R language data frames format into two data frames:

dan Containing country name, date of observations, number of confirmed/death/
recovered/active in this day, cumulative sums confirmed_cum/death_cum/
recovered_cum/active_cum, which leads to

Î(t) = active_cum(t),

R̂(t) = death_cum(t) + recovered_cum(t),

Ŝ(t) = N − Î(t)− R̂(t)

where N is the population size of the country. These fields of data frame
are supplemented by the computed in time of analysis fields Re,Re_LCL,
Re_UCL and Reo(R̂e) — the values of smoothing (Re) and unsmoothing
(Reo) effective reproductive function. It is worth mentioning that the all
analysis of the epidemic started at moment u = min{t : Î(t) ≥ 1, R̂(t) ≥ 1}
and was ended in the last available observation T (note that the interval
rang = [u, T ] may be different for different countries).
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df This is the characteristic of every considered country and contains such infor-
mation as country, T − t, N — population size, excess deaths, stringency
index, population density, the number of doctors per 100000 residents, cli-
mate_moderate, climate_subtropical, climate_tropical (the boolean values
indicate the climatic zone of a considered country), and further computed val-
ues: β, γ, v0, w0,meanReo, sdReo,meanRe, sdRe, sdRe_Reo, shapRe_Reo.

4 Programs

After described above prepare input data, we done computations in some steps:

Step 1. Using optim from the library deSolve, we fit the SIR model (1) to our
data (Î(t), t ∈ [u, T ]) by finding the values for β and γ that minimize the
residual sum of squares

∑T
t=u(I(t)− Î(t))2. For some countries (such as the

Vatican City or Vanatu), the interval [u, T ] was too small (or even empty)
thus, as a result, we produce NA values. Additionally, for Poland, we consider
the solution for β and γ obtained from increasing data Î(s), s ∈ [u, t], t =
u+5, u+6, . . . T . Thus, we get some viewpoint on epidemic changes in Poland
over times (cf. Figure 1).

Step 2. We compute

grI(t) =
Î(t+ 1)− Î(t)

Î(t)
,

Reo(t) = R̂e(t) = grI(t) + 1, t ∈ [u, T − 1]. (3)

Now, we use the so called Kalman filter to smooth R̂e :

1 library(dlm)
2 model <- dlm(FF = gamma , V=v0, GG=1, W=w0 , m0 = 4, C0=1e2)
3 wynx <- dlmSmooth(grI , model)
4 mse.list=dlmSvd2var(wynx$U.S, wynx$D.S)
5

6 S=c(S1,S)
7 se = 1.96*t(sapply(mse.list ,
8 FUN = function(x) sqrt(diag(x)))*sqrt(N/S))
9

10 df$Re[rang]<-(wynx$s+1)*N/S
11 df$Re_UCL[rang ]=( wynx$s+1)*N/S+se[1,]
12 df$Re_LCL[rang ]=( wynx$s+1)*N/S-se[1,]
13 df$Reo[rang ]=(c(0, grI )+1)*N/S

for a theoretical description cf. [10]. The values v0 and w0 were com-
puted by the genetic algorithm methods from the above procedure such
that could be minimized the standard deviation error between Re(t) =

Re,FF,v,GG,w,m0,C0(t) and R̂e(t) for t ∈ [u, T − 1]. The obtained, (so called
effective reproduction number) Re with a lower and upper bound as well as
R̂e is written into the dan table.
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Step 3. The statistics of Re and R̂e as mean values, standard deviations, standard
deviations and the Shapiro test p-value Re − R̂e are computed and written
into the df table.

Step 4. Treating the values Re or R̂e not as time series but as statistics we may
compare the epidemic in other countries. In this aim, we use a function in
language R ks.dist. It is the Kolmogorov distance — the maximal distance
between the cumulated spectra. This distance is a basis for calculating a hier-
archical classification of epidemic runs in other countries — command hclust
(cf. Figure 4).

Step 5. We analyze factors that have an impact on the intensity of epidemics in
other countries. As an input, we use stringency index, population density,
number of doctors per 100000 residents and climate. The strength of the
epidemic is measured by the mean Re (or R̂e) value and excess mortality
(the outputs). We build view models: linear regression, regression trees and
neural nets (neuralnet, nnet, mlp, jordan, rbf, elman from libraries neuralnet
and RSNNS). The obtained models are analysed from a viwepoint of minimal
residuals. We note that for neural nets analysis, the inputs and outputs should
be normalized to the [0, 1] interval, for comparison purposes we make all
computations on a normalised data frame. The best model (proved regression
tree) was presented in Figures 3 and 4, and the influence of input factors were
analysed by the DALEX library and shown in Figure 5.

5 Results

5.1 Phases of the epidemic in Poland
Figure 1 shows the optimal computed values of β and γ for the SARS CoV 2

epidemic in Poland for the data that were truncated to times [u, u+t], t = 5, 6, 7, . . ..
For Poland, we get u = 49, since the first recover/death observation arises after
49 days. Thus, the first β and γ values illustrate the situation of the initial phase
of the epidemic. First, for t ∈ [5, 225] there are two stationary points of (β, γ) :
(1, 0.946) and (0.524, 0.475). These points characterize very short times of new
transmissions and a short time recovery. These values suggest an overlap of two
different epidemic processes (probably in different regions of the country). For
the time interval [227, 270] all resolutions were not stable (ode procedure shows
Abnormal termination). This chaotic behavior ends two stationary points in the
times [270, 404]∪ [461, 507] with (0.36, 0.31) and in the times [405, 460]∪ [508, 568]
with (0.27, 0.23). The process, in these times, is characterised by a longer time of
new transmissions and a long time of recovery. The observed changes can be an
effect of virus mutations, the immunisation of the population, self-restrictions of
social contacts as well as the inaccuracies of available observations.



SARS-CoV-2 Epidemic in Poland and Other Countries 51

Figure 1: Change in optimal, for the model SIR, γ and β values versus simulation
time interval

Figure 2: Optimal values β and γ in different countries.
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5.2 “Shape” of the epidemic
The “shape” of the epidemic was measured by optimal values of β and γ com-

puted from the maximal times of observation. From Figure 2 we see, that the shape
of epidemic in Poland was similar to that in countries such as France, United States,
India and China and that it “essentially” differs from that in Germany, United King-
tom, Italy or Ukraine. All values β and γ lie close to the line µ ∼ λ, thus the Ro

value is similar for all countries, but the contagiousness is differ.

5.3 “Intensity” of the epidemic
“Intensity” of epidemic we measure by the mean of (smoothing) Re or (un-

smoothing) R̂e values, by the relative (to population size) COVID deaths and the
relative of number of excess deaths. Obviously the higher mentioned above values
indicate on the stronger running of epidemic. In this and the next subsection we
will be treatise the time series values R̂e(t) and Re(t) for t ∈ [u, T −1] as the statis-
tics. Because from (3) R̂e is quotient of two values, thus the median or geometric
mean is better, from the interpretations “viewpoint”, for evaluations these statistics
rather than usual mean. The geometric mean of R̂e(t) can be interpreted as:

exp{
T−1∑

t=u+1

ln(Î(t+ 1)− Î(t))/(T − u− 2)− ln(Î(t)/(T − u− 2)}

i.e. the exponent of difference of mean natural logarithms of increments and mean
natural logarithms of infected numbers. For the dispersion measure we use the
standard deviation of ln R̂e(t) and lnRe(t) for t ∈ [u, T − 1], deleting the moments
when R̂e(t) = 0 or Re(t) = 0. These values are given, for countries, in the Ta-
ble 1. The fragment of densities of R̂e values for five countries (Poland, Germany,
China, Russia and United States) are presented in Figure 3. For comparison pur-
poses, between different countries, we compute a useful distance measure — the
Kolmogorov-Smirnov distance defined for two arbitrary distribution functions F
and G:

d(F,G) = sup
x
|F (x)−G(x)|,

and on this basis we build a hierarchical classification using the R instruction hclust
(results sre shown in Figure 4).

The results for smoothing Re are well for the Poland but the unsmoothed R̂e

are worst, for COVID deaths and especially excess deaths definitely worst. The
standard deviation value indicate the stable runs of epidemic.

The obtained R̂e values indicate that the run of the epidemic in Poland was
worse that Germany, China (now it has probably changed) and Russia and better
than that in the United States.

Figure 4 shows that the epidemic in Poland was very similar to that in Tanzania
and a little less similar to that in Chile, Hungary, Portugal, Russia and Columbia.
It is interesting, the runs of epidemic in Poland’s neighbouring country, Germany,
are significantly different.
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Figure 3: Densites of R̂e of the SARS CoV 2 epidemic

Figure 4: Comparison of Re distributions based on the Kolmogorov-Smirnov dis-
tance in different countries
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Table 1: Evaluation of the SARS CoV 2 epidemic in selected countries

Country Population Re R̂e Deathsd Excess
(Na) meanb sdc meanb sdc deathsd

United States 334.8 1.254 0.32 1.086 0.09 128.77 148.60
Lithuania 2.7 1.223 0.28 1.071 0.11 147.30 304.89
Brazil 215.4 1.192 0.26 1.07 0.10 136.32 158.13
Israel 8.9 1.154 0.48 1.079 0.10 52.22 50.48
Iran 86 1.146 0.30 1.039 0.07 73.45 139.39
Hungary 9.6 1.141 0.31 1.056 0.06 208.21 176.97
Japan 125.6 1.135 0.37 1.024 0.08 8.71 4.20
Sweden 10.2 1.116 0.14 1.073 0.08 79.56 47.31
Germany 83.9 1.116 0.43 1.04 0.12 70.32 49.47
France 65.6 1.109 0.11 1.068 0.13 93.69 61.53
Netherlands 17.2 1.105 0.16 1.076 0.10 55.05 77.05
Romania 19 1.094 0.18 1.051 0.11 152.53 282.71
Russia 145.8 1.088 0.13 1.045 0.09 112.67 371.04
India 1406.6 1.086 0.12 1.035 0.12 – –
Chile 19.3 1.085 0.10 1.058 0.10 127.35 110.44
Poland 37.7 1.082 0.15 1.058 0.09 134.74 202.96
Belarus 9.4 1.082 0.13 1.043 0.13 19.11 275.00
Italy 60.3 1.073 0.13 1.055 0.11 118.69 141.28
Ukraine 43.2 1.069 0.11 1.047 0.08 111.48 203.80
Australia 26.1 1.045 0.11 1.017 0.09 6.68 4.80
China 1448.5 1.006 0.12 1.003 0.07 – –

a In milions, b Geometric mean, c Standard deviation of logarithmed values, d Per 100000 persons.

5.4 Factors affecting the shape and the intensity of epidemic

As it was mentioned in the previous section, we measure (as output) the
strength of the epidemic by: geometric mean or median of R̂e(t) and Re(t), rel-
ative deaths and relative excess death. As an input we take population density, the
number of doctors per 100000 people, COVID stringency index [13] and climatic
zone (coded as three boolean values climate_moderate, climate_subtropical and
climate_tropical). Stringency index (cf. [6], [13]) is calculated based on the fol-
lowing thirteen metrics: school closures; workplace closures; cancellation of public
events; restrictions on public gatherings; closures of public transport; stay-at-home
requirements; public information campaigns; restrictions on internal movements;
international travel controls; testing policy; extent of contact tracing; face cover-
ings; and vaccine policy. Between the building by us models; regression, decision
trees (rpart) and neural nets (neuralnet, nnet, mlp, rbf, jordan, elman) the best
turned out the rpart (geometric mean Re, median R̂e and excess deaths) and neu-
ralnet (geometric mean R̂e, median Re and COVID deaths). The produced best
models were investigated in the library DALEX to find the input factors that had
the greatest influence on the output. Results are given in Figure 5.

It can be seen that the first two positions plays climate value. Therefore, by
dividing the countries according to their climate zone, we compute the Person
correlation values, which are given in Table 2.
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Figure 5: Validation of factors affecting the intensity of epidemic

Table 2: Pearson correlations of factors

Value Strigency index Doctors Density
moderate climate

geom. mean Re -0.2902 0.3481 0.0716
geom. mean R̂e -0.1085 0.3884 0.4983
median Re -0.3209 0.3645 0.0541
median R̂e -0.1823 0.3179 0.4551
COVID death -0.0807 0.3920 0.0243
Excess death -0.2377 0.0698 -0.2604

subtropical climate
geom. mean Re 0.1636 0.1076 -0.2101
geom. mean R̂e 0.5041 0.3586 0.2405
median Re -0.0474 0.1006 0.1296
median R̂e 0.4480 0.4005 0.2378
COVID death 0.3202 0.3782 -0.0720
Excess death 0.0909 -0.2667 -0.2181

tropical climate
geom. mean Re -0.0270 0.1010 -0.2153
geom. mean R̂e 0.3500 -0.0083 -0.2264
median Re -0.0004 0.2405 -0.1448
median R̂e 0.5841 -0.0771 -0.2364
COVID death 0.3977 -0.2161 -0.2343
Excess death 0.1198 -0.2858 -0.2271
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6 Conclusions

1. One can distinguish three stages of the SARS-CoV-2 epidemic in Poland:
1–250, 250–450, 450–600 (days).

2. The run of the epidemic in Poland was rather similar to that in South Amer-
ican or African countries rather than that in Europe. As for In European
countries, the most similar runs were observed in Hungary, Portugal and Rus-
sia. The runs of the epidemic in Poland’s neighbouring countries: Germany,
Czech and Slovak were considerably different.

3. In a tropical climate, the number of doctors is inversely proportional to the
strength of the epidemic (curability is increasing), whereas, for the countries
in a moderate or subtropical area, this number is directly proportional to the
strength of the epidemic (detectability).

4. For countries with a tropical climate, the density is inversely proportional
to the strength of the epidemic (detectability), whereas, for countries with
moderate or subtropical climates, the density is proportional to the strength
of the epidemic (infectivity). Density is always reversely proportional to the
number of COVID deaths and excess deaths.

5. The stringency index is directly proportional for the countries with tropical
and subtropical climates and inversely proportional for the countries with
moderate climates.

Looking at points 3–5 we see that the epidemic in the tropics is substantially
different than this epidemic in countries with moderate climates. The differences
are considerable, but more detailed conclusions required further investigations.
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Augmentation is not Enough.
On Advancements in
Self-Supervised Representation
Learning for Computer Vision
Tasks

Michał Chromiak∗

1 Introduction

If we state that — the measure of intelligence is the ability to change —we could
define intelligence as the efficiency with which one transforms unseen data into new
skills. The “change” term requires clarification, as the direction of the change needs
to be reasonable and adapt to adequate variation of inputs from the surrounding
environment. In other words, intelligence is a process of adaptation, improvisation
and generalization to a new environment, while the measure of intelligence is how
effective this process is. In this context, self-supervised learning is about gaining
new skills — adapting — based purely on new (i.e. non-labeled) data.

The human brain learns mainly by observation. We infer our understanding
of real-world objects by generalizing from smaller experiments to more general
physical laws and behaviours. Therefore, tries and errors are the most powerful
tool for our cognition that helps us to build hypotheses about how the world works.
As it would not be possible to label every object in the world, humans mostly do
not need prior knowledge about real-world objects, in form of labels, to learn their
conceptual physical representation. In pursuit of achieving increasingly general AI,
imitating such an approach would bring a considerable advantage. One of the most
promising tools for that are the foundation models1 [2], that introduce scale and
the ability to perform tasks beyond training. It means that the system behaviour
is implicitly induced rather than explicitly constructed. This way, the same model
can be used for a wide range of tasks. The foundation models are powerful transfer

∗Corresponding author — michal.chromiak@mail.umcs.pl
1The foundation model is a model trained at a broad scale that can be adapted to a wide

range of downstream tasks. Eg. BERT [13], GPT-2/3 [32, 3], CLIP [30]. Based mostly on neural
networks and self-supervised learning (SSL).
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learners. Their dominant paradigm is to train a model on a surrogate task to
learn good representations and then perform adaptation by performing fine-tuning
on the task of interest. The scale differentiator of foundation models is possible
due to the computer hardware improvements, availability of massive training data
in recent years, as well as introduction of the Transformers [39], which allowed to
leverage parallelism and provide expressivity. The initial success of transfer learning
was based on supervised pre-training using labelled datasets like ImageNet [34].
However, the high costs of labelling limit the scale-up ability of this approach.

Supervised pretraining, as the most straightforward and thus, a popular method
of supervised representation learning becomes insufficient when it comes to big data
scales. It requires the acquisition of carefully labelled data, which is time and cost-
consuming. With increasing amounts of data, it is almost impossible to manually
label at the big data scale. This way supervised learning becomes a bottleneck
for scaling solutions that would be used for more general models. In conclusion,
supervised methods are not sufficient for more general tasks thus, the interest
should focus on non-label-dependent, unsupervised approaches.

One of the most promising approaches to tackle the problem of massive amounts
of unlabeled data is self-supervised learning(SSL). The SSL is similar to unsuper-
vised learning2, as it is not based on any labels. However, in the case of SSL, the
goal is to solve tasks that are traditionally solved by supervised learning despite the
lack of labels. SSL aims at solving the problem of learning from massive amounts
of unannotated/unlabeled data. Therefore, we can state that SSL generates labels
out of the data itself. This way SSL is inherently more scalable than supervised
algorithms since they have no associated labelling cost. Being based on predictions
about missing/unobserved/hidden parts of (potentially very diverse) input from
its observed parts enables SSL to learn potentially a richer learning signal, as it is
based on context, rather than more limiting, finite label space.

Historically, self-supervision research has been present in the area of natural
language processing (NLP), in different flavours. Initially, the idea has been used for
word embeddings that could be learned to associate words with context-independent
vectors (word representations [37], word2vec [26], or GloVe [27]), which later could
be used to downstream tasks. This approach evolved to autoregressive language
modelling as a pretraining stage to produce context-aware representations (seq2seq
pretraining [11], GPT [31], ELMo [28] or ULMFit [20]). Eventually, self-supervision
has been coupled with Transformers [38] resulting in ideas such as BERT [13],
GPT-2 [29], RoBERTa [25], T5 [33] or BART [22].

As for the recent AI breakthroughs, they still originate mostly from two areas
of research. It is the SSL, which helps to find dependencies from unseen data, and
the Transformers, which allows a model to act more reasonably by selecting only
important parts of the input data to focus on. Moreover, since BERT (2019), self-
supervised language models (LMs) have become a substrate of NLP. The usage
of foundation models (used as a single model for multiple tasks) has become the
norm nowadays. This is referred to as homogenization, where instead of hand-
crafted features for each task, the same architecture is being used for multiple
tasks. This trend also holds for other areas of research where Transformers finds

2Unsupervised learning is more focused on finding high-level patterns for clustering or dimen-
sionality reduction.
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their applications such as computer vision (ViT [14]), speech (Mockingjay [24]),
tabular data (ToBERT [40]), or reinforcement learning (Decision Transformer [6]).

Out of the two discussed research areas, the Transformers has already gained
impressive results in computer vision AI research [9]. However, SSL recently is also
gaining more attention, especially in computer vision where it is crucial to have
an efficient way of representing each image in a latent space. Such representation
can be learned. In the most general case, this means learning a neural network
(like ResNet-50) to represent an image as a vector, without access to ground-
truth annotations. In this paper, we will focus on recent SSL advancements in
representation learning for computer vision tasks.

2 Challenge of SSL for computer vision

Supervised representation learning is based on training some modality (e.g. an
image) representation based on a big, labelled dataset like the ImageNet [12]. Such
learned representation can later be transferred to a task that might not have enough
data to train good latent representation. The next step is simply to fine-tune gen-
eral image representation to a specific task. This method originated from natural
language processing (NLP).

The solutions based on big transformers, like BERT, RoBERTa, XLM-R [10]
and others, encodes the common representation from general, large, labeled dataset
and then adapt it to nuances of the target dataset of downstream tasks.

However, in the area of computer vision (CV), SSL tends to be more challenging
than in the case of NLP. The reason for this is that prediction of, say a missing
word in a sentence, requires the computation of a probability score with some
kind of a softmax layer for every possible word in a vocabulary that is large,
but countable and finite3. Ultimately it is being shaped as a classification task of
a discrete domain.

2.1 Uncertainty and continuous domain

In contrast to NLP, the CV or speech prediction tasks focus on high-dimensional
continuous objects rather than discrete words. It means that analogous tasks in CV
need to consider the prediction of a token that would be a missing part of an image
or a video frame. Similarly, in speech, it would mean finding the missing segment of
a recording. In those domains, the tokens are not limited to countable vocabulary
but spread across a continuous space of solutions resulting in an infinite number of
potential outputs.

In the image domain, the challenge is also to represent the uncertainty within
this continuous space of solutions. For NLP tasks, a sufficient solution would be to
apply a softmax function over the finite number of possible outputs. This also allows
to an expression of uncertainty in NLP, simply by outputting discrete probability
distribution across possible labels. However, in case of the continuous, computer
vision tasks — the challenge is more demanding as it requires finding the right
predictions from high-dimensional solution space in the presence of uncertainty.

3Vocabulary size is a matter of choice.
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2.2 Lack of labelled images

The lack of labelled examples for training is what defines SSL. In recent research
one of the most popular methods of dealing with the lack of labels in computer
vision uses image augmentation. This concept keeps making multiple variants of
the input image by changing the picture to some extent so that it still contains
sufficient information to be treated/represented as the original, input image. The
goal is to learn a neural network to output a latent representation of an image
that would produce similar embeddings for the same image variants. Modifications
applied to the original image include operations such as random cropping, colour
distortions, rotations, flipping, resizing, Gaussian blurring, etc.

Figure 1: Examples of data augmentation operators used in contrastive learning [7]

Having the unmodified image and a set of its modified variants (Fig. 1) one can
train a neural network (usually some ResNet-50 variant) model to learn represen-
tation for the unannotated image.4 This technique of learning representations with
objective functions where inputs and annotations are derived from unlabeled data
is recently being heavily under research due to achieving state-of-the-art results.

3 Learning visual representations

In self-supervised image representation learning, the most common approach
was to use some kind of ResNet (eg ResNet-50) neural network to learn function
capable of representing image as a vector. Such learned representation of an image
needs to be useful later in transfer learning. It would be used for fine-tuning in
multiple downstream tasks with potentially smaller image training sets. In contrast
to supervised version, the SSL solutions do not have labeled data in the initial
representation learning step. The challenge of lacking labels however can be solved
with use of original image augmentations.

The long-standing problem of learning representations without human super-
vision (i.e. from unlabeled data) is solved mainly by two classes of approaches,
namely: generative and discriminative.

4For example to train a linear classifier on top of those representations of unlabeled data.
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The generative approach [15] in vision is based on modeling pixels in the input
space and thus, comes at computational costs. On the other hand, the discrimina-
tive approach (similarly to supervised learning) use objective function to work, on
unlabeled data. Recently, the discriminative contrastive learning [1, 7, 8] approach
has gained lots of attention due to achieving better than state-of-the-art results.
One representative architecture that benefits greatly form contrastive learning is
SimCLRv25 [8] that was able to surpass even supervised alternatives by dint of
utilizing augmentations.

3.1 Contrastive Learning

With contrastive learning representations are discovered by maximizing simi-
larity between differently augmented variants of the same (original, aka anchor)
datapoint via a contrastive loss in the latent space. Contrastive loss is a function
that actually makes the anchor’s variants (aka positive samples) close to anchor,
and all of the remaining, i.e. non-anchor related (aka negative samples) images, to
be far away. Obviously this rise question for classification problems, namely: how
to make not only augmentations of anchor to be close in latent space, but also
other instances of the same class with their augmentations to be close as well? The
methods shown in [21] prove that this can be done with partial use of labels —
i.e. supervised learning. This supervised contrastive learning approach states that
creation of decision boundry can be done during first stage with self-supervised
pretraining. Next, in stage two, when the representations are already learned (and
datapoints of specific classes are separated), a classifier is trained with supervised
cross-entropy loss with softmax. Specifically, with SimCLRv2 [8], first stage is to
learn general representation without labels in a task-agnostic way, while the second
step uses small number of labeled examples to learn specific task with a supervised
fine-tuning.

Another approach discussed in [21] is based on, so called Triplet Loss. It requires
one positive, and one negative sample for each anchor. However, the downside
of this solution is that having only one negative sample requires this sample to
be hard negative to deliver enough learning signal for a triplet case. This brings
us to a general challenge of finding good negative samples for each case, which
significantly complicates the process.

In SimCLR, the problem of choosing optimal positive and negative samples is
addressed by the augmentation scheme. It is possible via generation of two augmen-
tations6from each anchor (see Fig. 2). Such pair is evaluated with contrastive loss
function (see Eq. 1) as “close” (numerator of loss function; two augmentations of
same image) to each other, while all the remaining anchors and their augmentations
are to be moved away (denominator of loss function) in representation space. As
SimCLR framework tends to be important baseline for this research area, therefore
let’s formalize its stages:

5Not fully self-supervised, as it uses semi-supervised approach however, it uses significantly
less labels than fully supervised solutions. With only 1% of labels, SimCLRv2 is on pair with
Top-1 accuracy of supervised ResNet-50 — see [8] Figure 2.

6One obvious drawback of this idea is that uses random sampling for different classes from
batch, Therefore, when applied to imbalanced dataset (SimCLR authors used perfectly balanced
dataset — ImageNet), it would result in drop of performance.
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attract attract

Figure 2: SimCLR contrastive architecture illustration

1. Positive sampling module: A stochastic data augmentation is done by sam-
pling two augmentations from the same family of augmentations t, t′ ∼ T of
original datapoint x: x̃i = t(x), x̃j = t′(x). This way two correlated views are
created.

2. Base encoder : Before an augmentation ever becomes an input of a contrastive
loss, it is must be encoded via encoder network f(·)7to create embeddings.

3. Projection head : Transforming representation vectors with non-linear trans-
formation network g(·) (MLP projection head) that compress representation
to lower the dimension for inner product of contrastive loss: zi = g(hi) =
W (2)σ(W (1)hi), where σ is a ReLu non-linearity.8

4. Contrastive loss function: For a given set of {x̃k} (including the postive pair
{x̃i}, {x̃j}), the contrastive prediction task for a given {x̃i} identifies {x̃j} in
{x̃i}k 6=i

7The choice of encoder function can be arbitrary, but in most cases (like with SimCLR family)
the encoder is just a ResNet [18].

8Authors claim that leveraging the nonlinear projection g (FC→ReLu→FC→Loss) helps to
maintain more information in h.
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Figure 3: SimCLR framework [7]

The randomly sampled N inputs from minibatch are then augmented to 2N
views. For each positive pair all of the remaining 2(N − 1) augmented samples are
treated as negatives. With cosine similarity9- sim operator — being dot product
of `2 normalized arguments

li,j = −log
exp(sim(zi, zj)/τ)∑2N

k=1 1[k 6=i] exp (sim(zi, zk)/τ)
(1)

Used loss is NT-Xent (the normalized temperature-scaled cross entropy loss)
with τ denoting temperature10

It brings us to point where for positive samples we minimize the loss, and for
negative samples we maximize the contrastive loss. Therefore, the whole process
boils down to simply training model to represent augmentations of the same image
close, within latent representation, and away for different images via contrastive
loss. It means that the models actually learns to ignore augmentations used in
the training stage, while deciding about similarity of two given datapoints during
inference.

3.2 Augmentations

One important finding form SimCLR is how meaningful it is to pick the right
augmentation scheme. It turns out that composing augmentations has significant
positive impact on the representation quality. It is especially visible in case of
random cropping and random color distortion. It sounds natural due to the fact
that cropped-only image patches share similar color distribution as confirmed via
color histogram analysis. This way it is important what kind of augmentation
scheme will be picked in the framework.

9sim(x, y) = xT v/‖x‖‖y‖
10The temperature scaling is used to calibrate neural networks by raising the output entropy

without impacting model’s accuracy. Temperature scaling softens outputs of the neural network.
Therefore network becomes less confident. As a result it makes the confidence scores reflect true
probabilities.
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Figure 4: SimCLR Top-1 accuracy for composition of two data augmentations

3.3 Distillation and self-training

SimCLRv2 [8], apart from larger ResNet and deeper projection head, also uti-
lizes semi-supervised phase to fine-tune with labels as the second stage. Moreover,
SimCLRv2 has embraced additional technique called distillation. Distillation be-
comes the third stage of SimCLRv2. It uses the fine-tuned network as a teacher
to input labels for training a student network. Teacher is trained with first two
stages: unsupervised pretraining and supervised fine-tuning. The considered cases
involved: the student network that shares the model architecture with the teacher11,
and the distillation where student is smaller network, than the teacher network.

Improvement of the distillation with unlabeled datapoints in SimClRv2 is
twofold. Depending on the relative size of student it — improves model efficiency
by transferring task-specific information to a student model — in asymmetric case
(i.e. student has smaller architecture than the teacher model), or improves semi-
supervised learning performance in the symmetric case (same architecture of stu-
dent and teacher networks).

In the first case, teacher (large, trained) model infers about an input generating
some pseudo label. Then, loss function compares output of the (smaller) student, for
the same image, with pseudo-label from the teacher network. It is the self-trained
example using the unlabeled datapoint.

The second case, is where the teacher and student networks are the same (self-
distillation) and in that case the student model, with use of unlabeled examples
and the freezed teacher, can get better performance than the teacher itself.

This way SimCLRv2 demonstrates, that with use of unlabeled examples, a gen-
eral representations can be distilled into a more specialized, compact student net-
work. It can even beat the supervised learning with only 1% of its labels.

11Except form projection head.
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4 Reducing the need for negative samples in self-
supervised learning

As already mentioned in 3.1 the key to SSL is learning a general representation
from unlabeled dataset with use of contrastive methods. They reduce distance (in
latent space; according to loss) between representations of same image augmen-
tations — positive samples — and increasing the distance to augmented views of
different anchor images — negative samples. The key challenges of those methods
were: how to choose negative pairs (so that they can provide significant learning
signal12), and which augmentation compositions to use. There are many questions
about how to choose negative samples, like: shall they be uniformly sampled, should
they be buffered output of memory network [17], shall one use hard negative min-
ing13or semi-hard14, would they be ordered — curriculum learning [35] challenge.

Despite such complexity, the requirement for negative samples has been moti-
vated by conjecture that having only positive samples will make the network to
degenerate. Which means that representations of the image augmentations would
simply collapse to some trivial, constant solution, providing no value. Negative
samples were expected to prevent such convergence to same vector for all images.

One interesting solution has proven not to be constrained by its contrastive
counterparts, as it has eliminated the need for negative sampling, while staying
less prone to the choice of augmentations. This self-supervised approach is called
Bootstrap Your Own Latent (BYOL) [16].

BYOL uses two networks: online and target to work on two random augmenta-
tions of input image. Goal of the architecture is to learn representation that would
ignore both augmentations and all the non-semantic information from parameters
of the online and target networks.

The architecture first step is to make two random augmentations t ∼ T , t′ ∼ T
of the same image x. Each augmentation view (v = t(x), v′ = t′(x)) becomes
input for online and target networks. Those augmentation need to be learned by
the network to be ignored. BYOL uses the given, target representation to train
new, potentially enhanced online one. As this process is iterative, in each iteration
online network becomes the subsequent target network for training new, improved
online representation15. What is more, BYOL refines the new representation of
target network in each iteration with slowly moving exponential average of the
past online network.

Both networks have the same architecture, and the difference is in their weights:
online θ, target ξ. The online architecture comprises of three stages: an encoder fθ
— producing representation yθ, a projector gθ — producing projection zθ, and

12Negative samples need to be sufficiently close to the positive samples, so that the discrimina-
tive approach can be challenging enough to learn reliable representation.

13Where the positive sample of an anchor is less similar to anchor than the negative sample
from a different class. Thus, cases when the distance metric in form of loss function fails to capture
semantic similarity.

14Within the loss margin and closest in distance, but farther than positive examples.
15This is where the name comes from. The bootstrapped outputs of one network are used as

a targets for better representation.
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Figure 5: BYOL: architecture

a predictor qθ resulting with prediction qθ(zθ).16 θs are trained while ξs are expo-
nentially moving average of the online θs (inspired by RL [23]) to assure smoother
changes in the target representation. Each update step considers decay rate τ .

ξ ← τξ + (1− τ)θ, τ ∈ [0, 1] (2)

The target network itself, provides the regression target to train the online
network.

Notably, there is no explicit part of the design that would prevent BYOL to
collapse into trivial solution17 . The initialization and the learning procedure (that
is commenced in small steps) itself can be assumed as the key components that
prevent collapse and help algorithm to learn a good representation.

From the neural architecture perspective BYOL uses only ResNets and MLPs
(Fig. 6).

Figure 6: BYOL neural architecture

16The predictor is only applied to the online network, making the architecture asymmetric
between both pipelines — online and target.

17Such as negative samples from the previously discussed solutions.
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BYOL is also dependent on augmentations that are specific to vision. For other
modalities it is not explored what kind of augmentations would also be similarly
suitable for generalizing to other domains.

5 Transformers in SSL

Transformers have already been successfully adopted to multiple computer vi-
sion tasks [9].

It turns out that coupling of vision transformers (ViTs [14, 9]) and self-
supervision result with architectures that outperforms previous state-of-the-art
outcomes. A significantly successful recent attempt to couple SSL with ViT is
a framework called DINO.

5.1 Self-distillation with no labels

DINO (self-distillation [19] with no labels) [5] is a methodology for unsupervised
pretraining of visual transformers (ViTs) with the ability to learn representation
from unlabeled data. Interestingly, the system has not been trained to understand
any of the concepts from processed images, nor has it been given a segmentation
objective. Nevertheless, its attention maps (Fig. 7), can be easily interpretable as

Figure 7: Left: original image, middle: supervised segmentation model output, right:
attention map from DINO [5]

features of higher-level objects. In vision transformer (ViT) the [CLS] token em-
bedding (on heads of the last layer) aggregates all the information about an image
and is used to do the representation learning. When using [CLS] token as a query
for heads the result Fig. 7 outcomes with a surprisingly well-segmented image. It
means that DINO’s attention maps — even without labels, nor supervision — reveal
class-specific features which in an unsupervised way lead to image segmentation.

DINO can focus on the correct parts of high-level objects and track them even
when behind occlusions. DINO’s features contain explicit semantic segmentation
information of an image, which give it an advantage over supervised ViT, or con-
vnets — which are not that explicit.

Despite sharing the overall architecture with recent SSL approaches (like Sim-
CLR, BYOL, MoCo, etc.), DINO tries to minimize inductive bias by eliminating
many of the mechanisms required by these predeceasing solutions. Since DINO is
SSL solution, there are no predefined labels, moreover, there are also no contrastive
learning, nor negative sampling mechanisms.
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Figure 8: DINO architecture [5]

5.2 Multi-crop, momentum encoder and cross entropy

DINO draws heavily from past research of its authors — SwAV [4] algorithm.
DINO is also based on knowledge distillation [19] paradigm that trains student
network gθs to match output of teacher network gθt (see Fig. 8).

The inputs for both networks are augmentations of the same image; created with
multi-crop strategy [4]. These views include two global crops (xg1, x

g
2) and multiple

local crops for each image18All views are passed through the student network, while
only global ones are passed via the teacher network.

Both networks have the same architecture, however, both networks update their
weights differently.

The student parameters θs are being learned by minimizing the cross-entropy H
Eq. 3 with stochastic gradient descent w.r.t θs parameters of the student network.

min
θs

∑
x∈xg

1 ,x
g
2

∑
x′∈V,
x′ 6=x

H(Pt(x), Ps(x
′)), (3)

Additionally, as we want the gradients to propagate only via the student network,
the stop-gradient (sg) operator is applied to the teacher.

On the other hand, in contrast to knowledge distillation [19], the teacher
network weights are updated with exponential moving average (EMA) (teacher
network build with momentum encoder [17]) of the student network weights.
In turn, this update is similar to what BYOL paper has proposed (in Eq. 2):
θ ← λθt + (1 − λθs). This way DINO can be treated as a form of mean teacher
(MT) [36] that is non-semi-supervised self-distillation with no labels.

18The global view is >50%, and the local is <50% of the original image size.
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Both networks return individual probabilities P{s,t} over K dimensional out-
put. P is simply a softmax normalization of each network output with additional
parameter of temperature τ , that controls the sharpness of the output distribution.

Ps(x)
(i) =

exp(gθs(x)
i/τs)∑K

k=1 exp(gθs(x)
k/τs)

, τ > 0 (4)

5.3 Centering and sharpening
To avoid collapse earlier solutions used multiple techniques that are no longer

required with DINO. Specifically, DINO does not require to use: predictor [16] (thus,
teacher and student networks have the same symmetric, architecture), contrastive
loss [17], nor batch normalization (BN) [16].

To avoid collapse DINO uses centering and sharpening of the momentum
teacher outputs. These two operators tend to balance each other as they have
the opposite effect. The centring prevents any of the output dimensions to domi-
nate (thus, it favours the collapse of the output to the uniform distribution), while
the sharpening encourages domination tendency across the outputs of the teacher.

Centering is based on adding bias c to the teacher: gt(x) =← gt(x)+ c; with the
c being updated with EMA for batch size B and smoothing parameter m:

c← mc+ (1−m)
1

B

B∑
i=1

gθt(xi), m > 0 (5)

The sharpening operator, on the other hand impacts the output and enforces di-
mension domination by lowering the value of the temperature parameter τt for Pt
in Eg. 4

6 Conclusions
The SSL algorithms are a very important part of modern research, especially

in the computer vision domain. Due to its specificity, this modality is strongly
dependent on augmentation schemes.

All of the presented state-of-the-art solutions required a well-designed augmen-
tation to function. However, it’s also clear that having the right augmentation is just
the first stage of a successful algorithm. The subsequent stages of the presented SSL
methods tend to differentiate and improve not so much the augmentation scheme
as the knowledge generation mechanics.

The key role of augmentations is to choose distorting characteristics of the
image that we think are irrelevant to the representation learning task. This kind of
information, makes the algorithm know which image features (colour, brightness,
etc.) should be ignored during the training of a representation. Having this in
mind, augmentations are the mean of introducing external (non-trained) knowledge
into the algorithm. Therefore, the future direction of research that expects a fully
autonomous SSL should get rid of this dependency on manual augmentation design.

Another key element in training the SSL algorithm is the data set itself. In the
case of an image domain, these may be images that already represent the object of
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interest, thereby implicitly expressing the dominant information about the image.
For example, images of cats, dogs, etc. already help the algorithm by defining
a key object to be processed by any algorithm. The information should come from
the dataset itself, but the way the dataset is built may already contain indirect
indications about representation.

Future research would have to focus around generalizing (or automating) these
aspects so that these two inductive biases would not affect the performance of
self-supervised learning.
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